Multicriteria benefit–risk assessment using network meta-analysis
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Abstract

Objective: To enable multicriteria benefit–risk (BR) assessment of any number of alternative treatments using all available evidence from a network of clinical trials.

Study Design and Setting: We design a general method for multicriteria decision aiding with criteria measurements from Mixed Treatment Comparison (MTC) analyses. To evaluate the method, we apply it to BR assessment of four second-generation antidepressants and placebo in the setting of a published peer-reviewed systematic review.

Results: The analysis without preference information shows that placebo is supported by a wide range of possible preferences. Preference information provided by a clinical expert showed that although treatment with antidepressants is warranted for severely depressed patients, for mildly depressed patients placebo is likely to be the best option. It is difficult to choose between the four antidepressants, and the results of the model indicate a high degree of uncertainty.

Conclusions: The designed method enables quantitative BR analysis of alternative treatments using all available evidence from a network of clinical trials. The preference-free analysis can be useful in presenting the results of an MTC considering multiple outcomes.

Keywords: Benefit-risk analysis; Multi-criteria decision aiding; Stochastic multi-criteria acceptability analysis; Network meta-analysis; Mixed treatment comparison; Second-generation antidepressants

1. Introduction

The pharmaceutical regulatory authorities and pharmaceutical health care decision makers (DMs) increasingly request an explicit benefit–risk (BR) analysis of drugs because it can provide a basis for rational decisions when choosing a particular therapy. Drug BR analysis can be used to identify trade-offs between benefit and risk, where benefit is the efficacy of a drug and risk relates to its safety. If there is only one measure of efficacy and one measure of safety, the BR analysis can be conducted by plotting the joint density of the benefit and risk criteria on a plane. However, there is a growing need for evidence-based pharmacotherapy to consider more than two criteria, such as multiple safety criteria, the patient's quality of life, and costs. In these cases, the two-dimensional visualization technique cannot be applied.

Multicriteria decision aiding methods can help by structuring the decision problem and making the underlying value trade-offs explicit. Specifically, Tervonen et al. [4] proposed a stochastic multicriteria acceptability analysis (SMAA) model for analyzing BR. Their model allows taking into account the probability distributions of the criteria measurements and is able to quantify the uncertainty surrounding a decision. Moreover, measurements and value judgments (preferences) are clearly separated. However, the model relies on a single trial to evaluate the comparative BR profiles of the alternatives. In most cases, a BR assessment will need to be based on evidence synthesized from multiple trials or possibly a complex network of trials.

Although evidence synthesis is most often done through pairwise meta-analyses, they are ill suited as a basis for a computational BR method for a number of reasons. First, relative effects have to be assessed against a common comparator, and not all evidence structures have a single treatment against which all others are compared. Second, choosing a common comparator introduces a selection bias by excluding studies that do not include the comparator.
Sensitivity analyses would have to be carried out for every possible choice of comparator, and even then some studies might be excluded. Finally, when a large number of treatments are available, most evidence may be indirect regardless of the chosen common comparator. Traditional meta-analysis does not allow these indirect comparisons to be taken into account.

The recently proposed Mixed Treatment Comparison (MTC) method (also known as network meta-analysis) synthesizes all the available evidence through application of a Bayesian evidence network [6,7]. The relative effects of all included treatments are estimated using both direct and indirect evidence. In this way, the results are consistent regardless of the chosen comparator, and it is not necessary that one of the treatments has been compared with all others. Graphical summaries of MTC results have been proposed as an informal decision aid in trading effectiveness against other factors [8]. To enable the formal BR analysis of a number of alternative treatments taking into account all relevant studies, this article proposes to apply MTC for evidence synthesis in SMAA-based multicriteria drug BR analysis. We call this method MTC/SMAA, and for illustration, we constructed a model to evaluate the comparative BR profiles of four second-generation antidepressants and placebo using 25 studies from the literature, selected on the basis of an existing systematic review [9].

### 2. Stochastic multicriteria acceptability analysis

SMAA-2 [10] considers a discrete multicriteria decision problem consisting of a set of $m$ alternatives that are evaluated in terms of $n$ criteria. The vector of criteria measurements corresponding to alternative $i$ is denoted by $\xi^i=(\xi^i_1,\ldots,\xi^i_n)$, where $\xi^i_k$ is a random variable representing the performance of alternative $i$ on criterion $k$, modeled using some density function. For each criterion, a partial value function $v_k(\xi^i_k)$ is defined to normalize the criteria measurements so that they are represented by values between 0 (the worst value) and 1 (the best value). The overall value function is then defined as a weighted additive combination of the partial value functions:

$$v(\xi^i,w) = \sum_{k=1}^{n} w_k \cdot v_k(\xi^i_k),$$

where $v(\xi^i,w) > v(\xi^j,w)$ implies that alternative $i$ is preferred to alternative $j$ given the weight vector $w$. The weights define relative importances of the scale swings (changes from the worst to the best criterion values), and $w_k > w_l$ implies that if the DM would have to choose between improving either criterion $k$ or criterion $l$ from the worst to the best value, he or she would increase the performance on criterion $k$.

The DM’s preferences may be unknown or partially known, and therefore the weights $w$ are also represented by a probability density. Total lack of preference information is represented by a uniform distribution in the feasible weight space. Partial information, such as importance ranking of the criteria, can easily be included by restricting the feasible weight space accordingly [10].

For given (exact) values of $\xi$ and $w$, the rank of each alternative is defined as an integer from the best rank ($=1$) to the worst rank ($=m$) by means of a ranking function $\text{rank}(i, \xi, w)$. The main decision aiding measure is the rank acceptability index, denoted by $b^*_i$. It describes the share of all possible values of the weight vector $w$ and criterion measurements $\xi$ for which $\text{rank}(i, \xi, w) = r$. For example, $b^*_2 = 0.3$ means alternative 2 has fifth rank acceptability 0.3. The preferred (best) alternatives are those with high acceptabilities for the best ranks.

In addition to using the value function to rank the alternatives for an elicited weight vector $w$, the SMAA methods allow computing the weight vector a “typical” DM supporting each alternative might have. This so-called central weight vector $w^*_i$ can be presented to the DM to help him or her understand what kind of weights would favor a certain alternative $i$. The confidence factor $p^*_i$ is the probability for alternative $i$ to obtain the first rank when its central weight vector is chosen. The confidence factors indicate whether the criteria measurements are sufficiently accurate to discern the efficient alternatives. Low confidence factors ($<0.50$) should be interpreted with care, as then even if a DM finds the central weight vector corresponding to his or her preferences, there might be another alternative that achieves a higher first rank acceptability with those weights.
3. Mixed treatment comparison

The MTC method (also called network meta-analysis) synthesizes all available clinical evidence through application of a Bayesian hierarchical model [6,7]. It enables the detection of heterogeneity (differences in studies comparing the same treatments) and inconsistency (differences between direct and indirect comparisons) in the evidence [6,11,12]. In this section, we briefly introduce the structure of a random effects MTC model for dichotomous data because this type of model will be used in the case study (Section 5). For other model types and the handling of multiarm trials, we refer to the studies by Salanti et al. [6] and Lu and Ades [11].

Let \( i \) be a clinical trial. For each included treatment \( x \), we are given the sample size \( n_{i,x} \), and the number of events \( r_{i,x} \), modeled as a binomial process:

\[
r_{i,x} \sim \text{Bin}(p_{i,x}, n_{i,x}),
\]

where \( p_{i,x} \) is the success probability (i.e., the absolute risk of an event). The risk \( p_{i,x} \) of an effect observed in the individual studies is transformed to log odds \( \theta_{i,x} \) through

\[
\theta = \logit(p) = \log\left(\frac{p}{1-p}\right).
\]

The inverse transformation is given by

\[
p = \log^{-1}(\theta) = \frac{1}{1 + e^{-\theta}}.
\]

The advantage of this transformation, also used in logistic regression, is that \( \theta_{i,x} \) can be assumed to be normally distributed. Moreover, if \( \theta_{i,x} \) and \( \theta_{i,y} \) are the log odds for \( x \) and \( y \), then \( \theta_{i,x} - \theta_{i,y} \) is the log odds ratio of \( y \) compared with \( x \) in trial \( i \) (and \( e^{\theta_{i,x} - \theta_{i,y}} \) is the odds ratio).

Synthesis in MTC models is done in terms of treatment contrasts (relative effects) and not the absolute effects because this leads to a more robust model that preserves the randomization in the trials [7]. To do this, we choose a baseline treatment \( b(i) \) for every trial \( i \), and express the effect of \( b(i) \) as

\[
\theta_{i,b(i)} = \log(p_{i,b(i)}) = \mu_i,
\]

and for every other treatment \( y \neq b(i) \) the effect is

\[
\theta_{i,y} = \log(p_{i,y}) = \mu_i + \delta_{i,y,b(i)},
\]

where \( \delta_{i,y,b(i)} \) is the random effect of \( y \) relative to \( b(i) \) in trial \( i \). The random effects are related to the relative effect as follows:

\[
\delta_{i,y} \sim \mathcal{N}(d_{x,y}, \sigma_{x,y}^2),
\]

where \( d_{x,y} \) is the relative effect of \( y \) compared with \( x \), the parameter of interest, and \( \sigma_{x,y}^2 \) is the random effects variance. If we set \( \sigma_{x,y}^2 \) to be identical for all \( x \) and \( y \), \( \sigma_{x,y}^2 = \sigma^2 \), the model is a homogeneous variance model. Otherwise it is a heterogeneous variance model.

The model discussed so far is just a Bayesian formulation of pairwise random effects meta-analysis. MTC enables the simultaneous synthesis of a network of trials through the additional assumption of consistency. Suppose we have three treatments, say A, B, and C, and studies comparing AB, AC, and BC. The consistency assumption then defines the relation between the relative treatment effects as

\[
d_{AC} = d_{AB} + d_{BC}.
\]

A model that includes this assumption between all relative effects is a consistency model. Conclusions based on an MTC model are always derived using the consistency model. The model is estimated through stochastic simulation, for example, using the BUGS [13] or JAGS [14] software. This enables the derivation of a point estimate and 95% credibility interval (CrI, the Bayesian analog to a confidence interval) for each of the relative effects, as well as the derivation of any other statistics of interest.

The assumption of consistency may be violated by the data at hand, in which case there exists inconsistency. As with pairwise meta-analyses, the first step in dealing with inconsistency should be assessing whether the included studies are sufficiently similar to be combined. Statistical means of detecting inconsistency provide an additional safeguard against drawing conclusions from inconsistent data sets, although the lack of demonstrable inconsistency does not prove that the results are free of bias and diversity.

There are two competing methods for detecting inconsistency: inconsistency models [11] and node-splitting models [12]. Inconsistency models assess inconsistency by adding inconsistency factors to closed loops in the evidence graph, whereas in node-splitting models a single comparison is chosen for which the direct evidence and indirect evidence are contrasted. Inconsistency models have the advantage that only a single model needs to be run, but the results are often difficult to interpret. Node-splitting models are easier to interpret but require a different model to be run for each of the potentially inconsistent comparisons. Which method should be preferred is not yet clear and, in this article, we will present the results of the node-splitting analysis because they are easier to interpret and verify them with an inconsistency model.

Inconsistency within an evidence network could reflect genuine diversity, bias, or a combination of both [6]. If there is inconsistency, the reason for the inconsistency must be determined, and a clinically sound explanation must be given. If the explanation is sufficient, the offending studies are removed [11], a new inconsistency model is constructed, and inconsistency evaluation is repeated until no relevant inconsistency remains. If there is considerable inconsistency that cannot be eliminated, the consistency model cannot be used. It is difficult to judge whether a certain amount of inconsistency should be considered relevant, and the debate on how to do this is ongoing [6,11,12].
4. MTC/SMAA for BR analysis

The process of performing an MTC/SMAA analysis is shown in Fig. 1. Analyzing BR based on clinical studies starts with a systematic review of the available studies relevant to the clinical domain for which BR should be assessed. In this step, which should be carried out with experts in the clinical domain, the relevant studies, and important issues are identified. In the ideal case, a relevant high-quality systematic review can be found in the literature. Based on the review, the criteria to be considered are agreed on and operationalized. Then, for each criterion, the relevant outcomes are extracted from the individual studies, and inconsistency is evaluated. If there is no relevant inconsistency, a consistency model is subsequently constructed and used to create the measurements for the SMAA model. If no reasonable explanation of inconsistency is found, the whole process has to be terminated.

4.1. Measurement scales

For reasons of statistical robustness, evidence synthesis methods estimate only relative effects, whereas absolute measures are more suitable for applying evidence to concrete decisions [15]. In a multicriteria model, the use of absolute measures is desirable because explicit trade-offs must be made between unit increases in the scaled criteria. The problem is especially salient for dichotomous criteria because the result in these cases is expressed as an odds ratio, which is difficult to interpret when assessing the relative importance of the scale swings between criteria. To solve this, the log odds ratio can be converted to (absolute) risk by assuming a distribution for the log odds of a baseline treatment $1$:

$$\theta_1 \sim \mathcal{N}(\mu, \sigma^2).$$

Note that $\theta_1$ is an overall estimate for treatment 1 and should not be confused with the trial-level log odds $\theta_{i,1}$. It does not matter which of the $m$ included treatments is selected as the baseline. For every nonbaseline treatment $j \neq 1$, the MTC analysis gives us the log odds ratio:

$$\begin{pmatrix}
  d_{1,2} \\
  \vdots \\
  d_{1,m}
\end{pmatrix} \sim \mathcal{N}\left(\begin{pmatrix}
  \nu_2 \\
  \vdots \\
  \nu_m
\end{pmatrix}, \Sigma\right),$$

which can be used to obtain the distribution of the nonbaseline treatments’ log odds conditional on $\theta_1$:

$$\begin{pmatrix}
  \theta_2 \\
  \vdots \\
  \theta_m
\end{pmatrix} | \theta_1 \sim \mathcal{N}\left(\begin{pmatrix}
  \theta_1 + \nu_2 \\
  \vdots \\
  \theta_1 + \nu_m
\end{pmatrix}, \Sigma\right).$$

Then, for any treatment $i$ the risk is

$$p_i = \text{logit}^{-1}(\theta_i),$$

as discussed in Section 3. The $p_i$’s are the measurements used in the SMAA analysis (thus $q_i = p_i$, where $p_i$ is obtained for criterion $k$). In the SMAA simulation, to obtain samples of the $p_i$’s, we first sample the baseline log odds $\theta_1$ and then sample the log odds $\theta_i$ for all other alternatives based on $\theta_1$ and transform them to risk, as given above. Note that ranking the treatments based on the $p_i$ is equivalent to ranking them based on the $d_{1,j}$ (with $d_{1,1} = 0$) and will thus result in the same rank probabilities as from the MTC analysis if the $d_{1,j}$ accurately reflect the posterior distribution. The rank probabilities in MTC [8] are calculated for a single criterion and are therefore distinct from the rank acceptabilities discussed in Section 2, which incorporate trade-offs between multiple criteria.

Different methods can be used to arrive at a sensible assumption for the baseline log odds $\theta_1$. One could use an observational effectiveness study with a suitable population, let a clinical expert provide estimates, or attempt to derive them from the included trials. In this article, we will apply arm-based pooling of the placebo arms. This is
supplemented by a visual assessment (through a forest plot) of the effects found in the individual studies.

Because the risk scale is bound to [0,1], either \( v_k(\xi_k) = \xi_k \) or \( v_k(\xi_k) = 1 - \xi_k \) can be used as the partial value function \( v_k \) for any dichotomous criterion \( k \), respectively, when more or less events are preferred (Section 2). We will return to the advantages and disadvantages of this approach in the discussion.

5. Application to antidepressants

To illustrate the use of MTC/SMAA, we used an existing systematic review [9] to create a model for evaluating the comparative BR profiles of four second-generation antidepressants (fluoxetine, paroxetine, sertraline, and venlafaxine) and placebo. The application is meant as an example, and the results should be interpreted with care. A full BR analysis of antidepressants should ideally be based on a more recent systematic review that explicitly includes placebo-controlled studies. This is even more important in the light of recent doubt on the efficacy of antidepressants [16]. Even if we consider the efficacy of antidepressants to be proven, in the context of a multicriteria decision model, consideration of other factors may imply that placebo is the best option because the placebo response in depression trials is considerable [17].

5.1. Previous work

The review included 46 studies comparing 10 second-generation antidepressants on the Hamilton Rating Scale for Depression (HAM-D) or Montgomery-Asberg Depression Rating Scale (MADRS). In total, 20 comparisons were made in the included studies (of 45 possible comparisons). Meta-analysis was applied for just three comparisons using 16 studies in total. All meta-analyses assessed efficacy (50% or greater improvement from baseline on the HAM-D or MADRS scale) relative to fluoxetine, and studies between the other drugs (paroxetine, sertraline, and venlafaxine) were not considered. Meta-analysis yielded risk ratios relative to fluoxetine, with a significant but small additional effect for sertraline and venlafaxine. The authors concluded that the four antidepressants did not differ substantially for treatment of major depressive disorder. A more recent review [18] used an MTC analysis to show that there are differences among second-generation antidepressants in terms of efficacy and the proportion of patients completing the study.

5.2. Methods

An MTC/SMAA analysis was performed to compare fluoxetine, paroxetine, sertraline, venlafaxine, and placebo on one benefit criterion (efficacy) and five risk criteria. Efficacy was assessed by means of treatment response, defined as a 50% or greater improvement on the HAM-D rating scale for depression. The five risk criteria corresponded to the most common adverse drug reactions (ADRs): diarrhea, dizziness, headache, insomnia, and nausea. All the criteria were measured in terms of absolute risk, based on dichotomous data from the included trials.

As the study by Hansen et al. [9] did not include sufficient information to construct the MTC models, we did not take the measurements directly from the review but used the included individual studies to perform our own analysis. Although the review did not consider placebo, sufficient studies with a placebo arm were present to include it in the analysis. The articles included in the review were retrieved and the data extracted. We used the GeMTC software (http://drugis.org/gemtc) [19] to generate MTC models for the 25 studies (Table 1 and Fig. 2) comparing fluoxetine, paroxetine, sertraline, venlafaxine, and placebo. We used the homogeneous variance assumption and specified a uniform prior \( \sigma \sim U(0,4) \) for the random effects variance. For the trial baseline effects \( \mu_i \) and random effects \( \delta_{\text{obs},j} \), we specified a \( \mathcal{N}(0,10^3) \) prior. Markov Chain Monte Carlo simulation with four parallel chains of 30,000 tuning and 20,000 simulation iterations each was used to estimate each MTC model.

| Table 1. The number of studies included in the network meta-analysis for each criterion |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| **Criterion**   | **Placebo**     | **Fluoxetine**  | **Paroxetine**  | **Sertraline**  | **Venlafaxine** | **Total**       |
| HAM-D           | 8               | 18              | 9               | 8               | 9               | 24              |
| Diarrhea        | 5               | 11              | 7               | 8               | 5               | 17              |
| Dizziness       | 3               | 9               | 4               | 5               | 6               | 12              |
| Headache        | 5               | 12              | 8               | 8               | 6               | 19              |
| Insomnia        | 7               | 12              | 8               | 6               | 6               | 18              |
| Nausea          | 6               | 15              | 9               | 8               | 8               | 22              |
| **Total**       | 8               | 18              | 10              | 9               | 9               | 25              |

Abbreviation: HAM-D, Hamilton Rating Scale for Depression.

![Fig. 2. Evidence network of studies comparing the four included second-generation antidepressants and placebo. The width of the lines indicates the number of studies that include that comparison (the minimum is 1 and the maximum 6).](http://drugis.org/gemtc)
and the computations were done using JAGS [14] and R (R Foundation, Vienna, Austria) [20]. Inconsistency was primarily assessed using node-splitting models [12], and inconsistency models [11] were run as a secondary analysis. Convergence was assessed using the Brooks-Gelman-Rubin diagnostic [21], where a potential scale reduction factor of 1.05 or lower was considered sufficient if visual inspection of the convergence plots and time series also indicated convergence.

We constructed an SMAA model with the measurements derived from the consistency models and baseline estimates derived from the trials and discussed with an expert. The SMAA model was computed using R with 10,000 Monte Carlo iterations giving sufficient accuracy for the indices [22]. The SMAA analyses were performed for three scenarios: one with missing preference information and two with a criteria ranking elicited from the expert: mild and severe depression. The data files are available online at http://drugis.org/network-br. There we also provide a model for the JSMAA software (Tommi Tervonen, Rotterdam, The Netherlands) [23] that allows the reader to explore the trade-offs in an interactive graphical user interface.

5.3. Results

5.3.1. Inconsistency analysis

The node-splitting analysis of inconsistency revealed two potential problems at the $\alpha = 0.05$ significance level, although given that there were 56 comparisons, it is to be expected that some are significant because of chance. However, we chose not to correct the threshold a priori but rather to investigate these two cases. One occurred in the headache network, where one split node was significant, and the other in the nausea network, where two directly related split nodes were significant. In neither of these cases could we identify any systematic differences between the studies, and as the number of significant findings is compatible with chance, we decided to continue on the basis of consistency models including all studies. The studies involved in these comparisons did not lead to inconsistencies in the other evaluated networks, and the secondary analysis using inconsistency models did not indicate any inconsistencies.

5.3.2. Consistency analysis

The results of the consistency analysis are visualized as forest plots for the odds ratio relative to placebo in Fig. 3.

![Forest plots for odds ratio compared with placebo](image)

**Fig. 3.** Network meta-analysis results: odds ratios relative to placebo, with 95% CrI. Results to the right of the no-effect line indicate a higher incidence for the active treatment. CrI, credibility interval.
Including indirect evidence leads to somewhat smaller 95% Crls for treatment response than pairwise meta-analysis. Therefore the evidence from the studies additionally included in the MTC model discriminates the drugs better with respect to efficacy.

5.3.3. Preference-free model

Baseline estimates were derived by random effects pooling of the placebo arms (Table 2) and discussed with an expert, who compared them with sources known to him and did not contest the values or the method used to derive them. He did note that these values are expected to vary greatly between trials and that this fact is reflected in the width of the confidence intervals.

The rank acceptabilities with missing preferences are shown in Fig. 4. There is a large share of the possible preferences for which placebo attains rank 1. From the central weights (Fig. 5), it is estimated that the preference scenarios that are favorable to placebo have a low weight for efficacy and that a “typical” DM that would choose placebo implicitly finds each of the ADRs to be about twice as important as efficacy. Placebo is also the only alternative to attain a confidence factor close to 1 (Table 3).

Fluoxetine has a low confidence factor (0.12) for its central weights, and in fact given its central weights, other alternatives have a higher first-rank acceptability. Thus, fluoxetine is likely to be dominated by the other alternatives. In general, if efficacy is highly valued, placebo is unlikely to be the best option, but it is difficult to choose a drug based on the data.

5.3.4. Mild depression

Preferences for the mild depression scenario were elicited from the expert using ordinal swing weighting. This resulted in the following ranking of the criteria: insomnia > HAM-D > dizziness > nausea > diarrhea > headache. The rank acceptabilities for this scenario are shown in Fig. 6. Placebo obtains the highest first-rank acceptability (0.56), followed by paroxetine (0.28), whereas venlafaxine has the highest last-rank acceptability (0.62), followed by sertraline (0.24). Clearly, the high incidence of both insomnia and dizziness is unfavorable to venlafaxine given the preferences. Only placebo, fluoxetine, and paroxetine have >0.5 probability of being among the best three, and only placebo and paroxetine have <0.5 probability of being among the worst three.

5.3.5. Severe depression

The preferences elicited for this scenario differed only in that the insomnia and HAM-D criteria were swapped. The rank acceptabilities for severe depression are shown in Fig. 7. As would be expected based on the central weights analysis with missing preferences, ranking HAM-D as the most important criterion reverses the situation for placebo, which now has only 0.09 first-rank acceptability and 0.56 last-rank acceptability. Placebo is also the only alternative to have <0.5 probability of being among the best three. Paroxetine has the highest first-rank acceptability (0.47), and paroxetine and sertraline are the only alternatives that have <0.5 probability of being among the worst three.

Table 2. Baseline measurements derived from the placebo trials, given as mean ± standard error for the log-odds, and the corresponding median and 95% CrI of the resulting logit normal distribution for the absolute risk

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Parameters</th>
<th>Risk (95% CrI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAM-D</td>
<td>−0.17 ± 0.11</td>
<td>0.46 (0.40, 0.51)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>−2.19 ± 0.21</td>
<td>0.10 (0.07, 0.14)</td>
</tr>
<tr>
<td>Dizziness</td>
<td>−2.23 ± 0.61</td>
<td>0.10 (0.03, 0.26)</td>
</tr>
<tr>
<td>Headache</td>
<td>−1.20 ± 0.29</td>
<td>0.23 (0.15, 0.35)</td>
</tr>
<tr>
<td>Insomnia</td>
<td>−2.61 ± 0.19</td>
<td>0.07 (0.05, 0.10)</td>
</tr>
<tr>
<td>Nausea</td>
<td>−2.02 ± 0.19</td>
<td>0.11 (0.08, 0.16)</td>
</tr>
</tbody>
</table>

Abbreviations: CrI, credibility interval; HAM-D, Hamilton Rating Scale for Depression.
6. Discussion

Pharmacological decision making is a complex domain in which decisions regarding multiple criteria are informed by complex evidence networks consisting of heterogeneous clinical studies. This article introduced MTC/SMAA, which uses the MTC evidence synthesis method together with SMAA to assess multicriteria BR trade-offs while taking into account all available evidence from clinical trials.

The MTC/SMAA method has four main advantages. First, MTC/SMAA allows taking into account all the available evidence no matter whether the treatments are directly or indirectly related. Second, a group of treatments without a common comparator can be analyzed, which is impossible with pairwise evidence synthesis methods. Third, inconsistencies in the evidence structure because of incompatible study design can be detected early in the analysis and systematically removed if the inconsistency is judged to be clinically relevant. Fourth, application of SMAA enables explicit assessment of trade-offs that exist between the criteria and provides valuable insights even if the DMs are not willing or able to provide exact preferences.

6.1. Case study

We illustrated the MTC/SMAA method with a case study on second-generation antidepressants. Although the case study is indicative of the method’s feasibility, further work should evaluate the model in other therapeutic groups.

As we demonstrated in the example, a preference-free analysis of the central weight vectors can provide substantial insight into trade-offs between the treatments under consideration. As such, an SMAA central weights analysis of the most important outcomes could be a valuable addition to any (network) meta-analysis. It allows drawing firmer conclusions on which treatments are likely to be most suited to specific situations and which treatments are unlikely to be the best in any situation. The mild and severe preference scenarios showed that for severe depression, treatment with an antidepressant is warranted, but for mild depression this is not clear. Recent research suggests that placebo may be effective even without deception [24] (in irritable bowel syndrome), so it may be worthwhile to explore this option for mildly depressed patients. The analyses also suggest that fluoxetine is unlikely to be the best among the five alternatives.

However, the data do not conclusively distinguish the alternatives, especially the active treatments, and given the amount of data it is likely that much of this uncertainty is inherent to the field, especially when distinguishing the active treatment options. Some improvement may be possible by eliciting more precise weights. However, except for placebo in the mild depression scenario, making the weights more precise within the constraints imposed by the ordinal preferences elicited from the expert would not allow much more conclusive results because the data have a high degree of uncertainty.

Compared with the systematic review on which we based the case study, the MTC/SMAA analysis explicitly

<table>
<thead>
<tr>
<th>Alternative</th>
<th>CF</th>
<th>HAM-D</th>
<th>Diarrhea</th>
<th>Dizziness</th>
<th>Headache</th>
<th>Insomnia</th>
<th>Nausea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluoxetine</td>
<td>0.12</td>
<td>0.21</td>
<td>0.09</td>
<td>0.28</td>
<td>0.12</td>
<td>0.09</td>
<td>0.20</td>
</tr>
<tr>
<td>Paroxetine</td>
<td>0.57</td>
<td>0.30</td>
<td>0.18</td>
<td>0.12</td>
<td>0.12</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.99</td>
<td>0.09</td>
<td>0.18</td>
<td>0.18</td>
<td>0.16</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Sertraline</td>
<td>0.55</td>
<td>0.28</td>
<td>0.08</td>
<td>0.30</td>
<td>0.13</td>
<td>0.10</td>
<td>0.12</td>
</tr>
<tr>
<td>Venlafaxine</td>
<td>0.63</td>
<td>0.29</td>
<td>0.18</td>
<td>0.08</td>
<td>0.25</td>
<td>0.12</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Abbreviations: CF, confidence factor; HAM-D, Hamilton Rating Scale for Depression

Table 3. Central weights and CFs for the preference-free model

Fig. 6. Rank acceptabilities for the mild depression scenario.

Fig. 7. Rank acceptabilities for the severe depression scenario.
takes into account the ADRs in addition to efficacy and gives a clearer picture of the strengths and weaknesses of the alternatives. Including placebo in the analysis provides further insight into the trade-offs. Moreover, the model can quantitatively support the statement, also made in the original review, that it is difficult to choose among the four considered antidepressants.

6.2. Limitations and future work

The main challenges in applying MTC/SMAA are the evaluation of inconsistency and estimation of baseline effects. Assessing inconsistency is especially difficult in cases where many potential inconsistencies have to be considered (large evidence networks or many different criteria) because significant results may also arise by chance. Different methods to assess inconsistency have been proposed [6,11,12], and general consensus on the best method has not yet been reached. The second concern is the scale used for the criteria measurements. We developed a procedure for converting the relative scales from evidence synthesis to absolute ones to be used in decision making using minimal information. However, baseline effects have to be estimated, and further work is necessary to identify the best way to do this.

Another consideration is the scale on which criteria are evaluated in preference elicitation. In contrast to the previous work on SMAA for BR analysis [4], we choose to use the full [0,1] scale instead of the hull of the 95% confidence intervals. This has the advantage that trade-offs are easier to evaluate and that introducing additional alternatives does not require re-eliciting the preferences. The disadvantage of this approach is that a stronger linearity assumption on the partial value functions is required (see the study by Tervonen et al. [4]). This limitation is especially important when the observed frequencies differ greatly, for example, when a trade-off between high efficacy and rare but serious adverse events needs to be made. In those cases, the scales should be assessed using the confidence interval hull. Of course, for scales that do not have natural bounds (e.g., weight gain in kilograms) the confidence interval hull approach is the only viable option.

In the present work, we applied an SMAA decision model based on additive value functions. Although the additive model is widely applied and reasonably easy to understand, we acknowledge that other approaches are possible. For example, DEA (data envelopment analysis) models have been commonly applied in cost–benefit analyses outside the area of health care, and there is also a SMAA variant for DEA [25]. Future work should assess whether other simulation-based decision models are applicable in the context of drug BR analysis.

Finally, our model is based only on criteria that are measured in clinical trials, which is appropriate in the context of health policy decision making. However, other criteria may need to be considered, such as cost in reimbursement decisions or the route of administration in prescription decisions. Although we did not consider such criteria, they would not be difficult to include in an MTC/SMAA analysis.
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