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Abstract

 

Studies that compare treatments with the purpose of demonstrating that the treatments are similar
require an a priori definition of an equivalence limit, how different the treatments can be before the
difference is of concern. Defining such an equivalence limit is one of the most difficult aspects of
planning the study. Three principles are proposed for setting such limits, depending on the objective of
the study: a putative placebo calculation, an approach based on clinically important differences, and
methods based on statistical properties. All methods will be useful for many studies, but the study ob-
jective should determine the final choice of an equivalence limit. The statistician must play an integral
role in determining the final equivalence limit. Advice is offered for helping the statistician participate
in the decision on the equivalence limits. © 2002 Elsevier Science Inc. All rights reserved.
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Introduction

 

Clinical trials are commonly conducted to show equivalence or noninferiority of an inves-
tigational treatment compared to an active control or another treatment. Equivalence trials
have the objective of showing that an investigational treatment and a comparator treatment
have similar effects (e.g., similar population means). Noninferiority trials have the objective
of showing that an investigational treatment has an effect that is either better than or not
much worse than a comparative therapy. There are many arguments both for and against do-

 

ing active control equivalence or noninferiority trials rather than simple placebo controlled tri-
als but the current state of practice is to accept such studies as necessary in many cases [1–5].
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The standard testing scheme for comparing an investigational treatment to placebo in-
volves hypotheses of the form

 

where 

 

�

 

test

 

 and 

 

�

 

pbo

 

 refer to the population means of the investigational treatment and pla-
cebo, respectively. Blackwelder suggested writing the null and alternative hypotheses for a
noninferiority trial as

where 

 

�

 

ac

 

 refers to the population mean of the active control and 

 

�

 

0

 

 is an “equivalence
limit” (also called equivalence margin or zone of indifference) [6]. This assumes that larger
values of the mean are better. An appropriate test statistic is

This test statistic is asymptotically normal, or with smaller sample sizes can be compared

 

to a 

 

t

 

 distribution critical value under certain assumptions about the distributions. For an
equivalence trial, a one-sided test procedure can be used twice [7]. Note that other formula-
tions of equivalence hypotheses have been proposed [8].

Many papers have appeared in the literature discussing methods for testing these hypothe-
ses. In most cases, it is assumed that the equivalence limit has been chosen appropriately.
With the entire testing process dependent on choosing an appropriate equivalence limit, such
an assumption ignores a vital part of the testing process. If 

 

�

 

0

 

 is too large, then rejecting the
null hypothesis in favor of the alternative is meaningless. If 

 

�

 

0

 

 is too small, then the power of
the test will be dramatically reduced. Choosing a smaller value for 

 

�

 

0

 

 is a conservative strat-
egy but can waste resources. Discussions on choosing an equivalence limit, either with gen-
eral discussion of such studies or in a specific study or therapeutic area, are numerous, even
though few of these articles have a primary focus on choosing the equivalence limit [5,9–21].

The International Conference on Harmonisation (ICH) E9 guidance has the following
statement [22]:

 

An equivalence margin should be specified in the protocol; this margin is the larg-
est difference that can be judged as being clinically acceptable and should be
smaller than differences observed in superiority trials of the active comparator.
For the active control equivalence trial, both the upper and the lower equivalence
margins are needed, while only the lower margin is needed for the active control
non-inferiority trial. The choice of equivalence margins should be justified clini-
cally.

 

The ICH E10 guidance has the following statement [23]:

 

The margin chosen for a noninferiority trial cannot be greater than the smallest ef-
fect size that the active drug would be reliably expected to have compared with

H0:µtest µpbo 0=–

H1:µtest µpbo 0≠–

H0:µac µtest δ0≥–

H1:µac µtest δ0<–

zequiv

xac xtest δ0––
SE xac xtest–( )
----------------------------------.=
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placebo in the setting of the planned trial, but may be smaller based on clinical
judgment.

 

The Food and Drug Administration (FDA) guidance for industry in developing drugs, bio-
logics, or devices for rheumatoid arthritis states that the equivalence limit “represents a con-
sensus, in that particular circumstance and for that particular claim, on what small potential
difference can be considered clinically insignificant, to allow the treatments to be considered
clinically equivalent” [24]. Another view is that the equivalence limit should be “small
enough to be of little consequence and well within range of background variability” [25].

These various statements can generally be classified as denoting an equivalence limit
based on one or more of the following three criteria:

1. A value that is small enough to conclude an effect of the test treatment compared to
placebo.

2. The smallest value that would represent a clinically meaningful difference, or the larg-
est value that would represent a clinically meaningless difference.

3. A value that is small compared to background variability or has other good statistical
properties.

However, there seems to be no consensus as to the appropriate method of choosing an
equivalence limit. The Committee on Proprietary Medicinal Products of the European
Agency for the Evaluation of Medicinal Products recently issued a concept paper calling for
more discussion on defining an equivalence limit [26].

In this paper three strategies for selecting an appropriate value of 

 

�

 

0

 

 for equivalence or

 

noninferiority testing are discussed. The equivalence limit in the hypotheses will be designated

 

�

 

0

 

 and the other values will be designated 

 

�

 

pbo

 

, 

 

�

 

clin

 

, and 

 

�

 

stat

 

 as alternative ways of defending
or deriving 

 

�

 

0

 

. The first method will be choosing a value 

 

�

 

pbo

 

 such that if the difference

 

�

 

ac

 

��

 

test

 

 is less than 

 

�

 

pbo

 

 it can be concluded that 

 

�

 

test

 

��

 

pbo

 

, demonstrating effectiveness
without a direct comparison to placebo. The second method will be choosing a value 

 

�

 

clin

 

such that concluding the difference 

 

�

 

ac

 

��

 

test

 

 is less than 

 

�

 

clin

 

 implies that the difference is
unlikely to be of practical importance. This conclusion would result in an interpretation that
the active control and the investigational treatment are similar enough so that neither would
have a preferable outcome. The third method will be choosing a value 

 

�

 

stat

 

 such that conclud-
ing that the difference 

 

�

 

ac

 

��

 

test

 

 is less than 

 

�

 

stat

 

 results in some desirable statistical or mathe-
matical properties. While previous guidance noted above has recognized several criteria for
an equivalence limit [22–25], it is proposed in this paper that the various criteria should be
first considered individually rather than in combination. Further study of the properties is
provided for some practical interpretations.

Some very simple models and assumptions are introduced in the following section to help
explain some of the ideas. These simple models are not meant to be taken literally but are
meant to help the reader understand some of the ideas that are presented. Most situations en-
countered in clinical trials will be more complex, but the ideas from this article carry
through.
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Strategies for selecting an equivalence limit

 

Three strategies for choosing an equivalence limit will be discussed: the putative placebo
strategy, the clinical importance strategy, and statistical strategies.

 

Putative placebo

 

A value of 

 

�

 

pbo

 

 should be small enough that a conclusion that 

 

�

 

ac

 

 and 

 

�

 

test

 

 differ by less
than 

 

�

 

pbo

 

 is tantamount to concluding that 

 

�

 

test

 

 is larger than 

 

�

 

pbo

 

 by at least some amount (or,

 

p

 

�

 

0.050 in a placebo-controlled trial). One common method for choosing 

 

�

 

pbo

 

 is as follows.
The difference 

 

�

 

ac

 

��

 

pbo

 

 can be estimated from historical studies with a 95% confidence in-
terval, although Hauck and Anderson proposed that a different confidence level (68–90%)
might be appropriate when calculating the confidence interval for 

 

�

 

ac

 

��

 

pbo [16]. The lower
bound of this confidence interval — call it � — can be considered a conservative estimate of
the true difference: the true difference is probably larger than �. To control for model mis-
specification, some fraction of this amount, ��, can be used, where 0���1. (A common
value of � is 0.50.) The objective in the noninferiority study becomes showing that �ac��test

is less than �pbo	��.
This analysis strategy assumes that the expected difference in treatment effects is identical

across various studies. If the observed mean response on treatment j in study i is then
will be the same in every study that compares those two treatments, even

when the expected responses are not always the same.
Using the confidence interval approach to show that �test is superior to placebo, it must be

shown that the upper bound of the confidence interval for �ac��test is less than �pbo	��. To
again simplify, assume that only one study comparing the active control to placebo has been
conducted (or that one confidence interval has been calculated combining all previous stud-
ies). The difference �test��pbo is estimated by If the con-
stant differences assumption holds, this quantity estimates the effect of the test treatment
compared to placebo. If all effects are fixed effects, the standard error (SE) of this estimate is
2
n�1/2. Then �pbo	��	�  To conclude equivalence, the inequal-
ity that must be satisfied in the active-control trial is

which corresponds to showing that

(1)

Note that this is a simplification, as it assumes equal standard errors in both studies, but it
is useful for purposes of gaining an understanding of the test procedure.

Consider an alternative strategy based on linear models theory [27]. Under the constant differences
assumption, an unbiased estimate of the difference between the investigational treatment and placebo
is  The null hypothesis that �test	�pbo can be rejected if

(2)

If it can be shown that t1(x)�t2(x) in all cases, then concluding equivalence via the puta-
tive placebo method in inequality (1) would imply concluding equivalence via the linear

x j
i( ) ,

E x1
i( ) x2

i( )–{ }

xac
1( )( xpbo

1( ) ) xac
2( ) xtest

2( )–( ).––

xac
1( ) x pbo

1( ) zα SE( )––[ ] .

xac
2( ) xtest

2( ) zαSE φ xac
1( )[ xpbo

1( ) zα– SE( ) ]–<+–

t1 x( ) φ[ xac
1( )( xpbo

1( ) ) xac
2( )( xtest

2( ) ) ] 1( φ )SE zα .>+⁄–––=
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models method in inequality (2). The numerator of t1(x) will always be smaller than the nu-
merator of t2(x) if there is a positive effect of the active control, but the denominator of t1(x)
may be smaller than that of t2(x) when  The test t1(x), with the intermediate step
of comparing the active control to placebo, also requires that the active control be better than
placebo, whereas blind application of t2(x) may be used to conclude superiority of the test treat-
ment over placebo even when the active control is worse than placebo. It can be shown that

or smaller values of � will result in smaller values of t1(x), when 
(see Appendix). This condition will be realized in the situation of interest: the active control
is better than placebo, and the test treatment is not markedly better than the active control.

The test statistic t1(x) is of a common form, with a point estimate in the numerator and an
error term in the denominator. The test statistic could be testing the hypotheses

If is positive (which it will be if the active control has been previously
shown to be superior to placebo) then the alternative hypothesis implies that 

The appropriate error term should be sqrt(�2
2n�1��2
2n�1�
2n�1�
2n�1)	sqrt
(1 ��2)SE, rather than the denominator in t1(x), which is  So the appropriate test
statistic of the hypotheses is

Since for positive � and the same critical values are used, conclud-
ing a treatment effect with t1(x) implies that a treatment effect will also be concluded with
t3(x), so again the use of test statistic t1(x) is conservative. Thus the use of test statistic t1(x),
while not directly supported by statistical theory, is conservative in many ways, and the fac-
tor � provides for some robustness against departures from the constant differences model.

If treatment by study interaction exists, then this discussion becomes more complicated.
Assuming interaction in the model results in a biased estimate of the effect of test treatment
after the active control study is finished. Further, the assumption of a treatment by study in-
teraction is probably not testable as a practical matter since so few studies will be run com-
paring any pair of treatments. This is an inherent problem in noninferiority studies. The value
� can be used as an ad hoc control against treatment by study interaction, with a smaller �
used when there is more concern.

Now consider a slightly different issue. Not only must it be concluded that the effect of the
test treatment is larger than the effect of placebo in general, but it must be concluded that the
test treatment “could have been distinguished from placebo in that trial” [2]. Applying t1(x)
mechanically will allow a problem, namely assay sensitivity [10]. One cannot automatically
use this procedure in an equivalence trial unless there is some assurance that when equiva-
lence is concluded, the test treatment will be better than placebo would have been had

φ 2 1.+<

φ∂
∂

t1 x( ) 0,>

xac
1( ) xpbo

1( ) xtest
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2( )–>–
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placebo been used in that study. With the confidence interval method inherent in t1(x), the
confidence interval for the true difference will estimate the average treatment effect of the
control versus placebo across studies. This is different than estimating the treatment effect of
the control versus placebo in a given study. To evaluate the comparative effect of the test
treatment versus placebo, one can consider which is the mean treatment effect of pla-
cebo that would have been observed in the equivalence/noninferiority study. This suggests
that

should be evaluated, which will require distributional assumptions on 
This can be formalized by constructing a tolerance interval for the true difference between
placebo and the active control rather than a confidence interval. Tolerance intervals may not
be a practical solution as in many cases the lower bound of the tolerance interval will be neg-
ative due to having few historical placebo-controlled studies.

In summary, the strategy of showing superiority over placebo by showing equivalence to
an active control and setting is a conservative strategy if
the constant differences model holds. The chance of concluding that an ineffective drug is ef-
fective is much smaller than the advertised type I error rate. If the constant differences model
does not hold, it can be either more or less likely to conclude that an ineffective drug is supe-
rior to placebo. Setting � less than one, when the constant differences model does not hold,
is an ad hoc strategy to use what may be thought of as inefficiency in variance estimation to
avoid a high false-positive rate [8]. The value of � should be in some manner based on the
variability of observed treatment effects in previous studies.

Clinical importance

Testing for equivalence or noninferiority with an equivalence limit that is “clinically im-
portant” is a common strategy. In this section some of the properties of �clin will be discussed
and compared to strategies for choosing �pbo.

The value �clin can be defined in a number of ways. It is usually thought of as the smallest
value that would present an important difference or a value (e.g., the largest value) that
would not present an important difference. If it may be that there is no
preference between the test treatment and the active control. By “no preference” one may
mean either a patient new to therapy could begin either treatment or (a possibly different
idea) that a patient currently on one treatment could be switched to the other treatment. A value
half that of the “undisputed clinical importance” may be an acceptable value for �clin [11].

It must be obvious that the concept of �clin is imprecise at best and indefinable at worst.
Each physician, and probably each patient, will have a different concept of an important dif-
ference in a health-care setting. This limits the usefulness of �clin. If an equivalence limit is
chosen based on a clinically meaningful difference, it is important to present not only the hy-
pothesis test results but also the confidence interval estimate of the true difference when dis-
cussing the study, with a note that each reader must decide individually whether the differ-
ence is meaningful.

xpbo
2( )

P
xtest

2( ) xpbo
2( )–

SE
----------------------------------- zα equivalence is concluded>

xpbo
2( ) or xac xpbo.–

δpbo φ xac xpbo zαsqrt 2σ2( )+–[ ]=

µac µtest– δclin>



8 B.L. Wiens/Controlled Clinical Trials 23 (2002) 2–14

It is also important to define �clin in the context of the hypothesis testing. If the null and
alternative hypotheses are based on whether then �clin is a difference in popula-
tion means. This can be very different than defining �clin to be a difference in the two observations
or the theoretical difference in response of one individual to two different treatments. (In the
next section such a criterion for equivalence will be discussed in more detail.) A change of
�clin in the average treatment effect implies a change of �clin in the expected value of the re-
sponse of an individual when changing treatment for that individual. However, if there is a
treatment by individual interaction, then a difference of �clin in the expected value of one in-
dividual study subject is not necessarily a result of It is often assumed
that a subject who responds well to one treatment will also respond well to the other, but this
assumption is rarely tested (or testable, except in a crossover study). Just as treatment by study
interaction poses problems for �pbo, treatment by subject interaction poses problems for �clin.

The quantity � introduced in the previous section also has interpretation for �clin. Letting
�clin	�� (some proportion of the effect of the active control versus placebo) requires that a
new therapy retains some effect of the active control. If not used for robustness against de-
partures from the constant differences assumption, ��1 is protecting some clinically impor-
tant benefit and not preventing a false conclusion that a test treatment is better than placebo.

The “number needed to treat” (NNT) has been proposed for interpretation of clinical trials
[28]. The NNT is the inverse of the absolute risk reduction and estimates the number of sub-
jects that would need to be exposed to the new therapy instead of the standard to see one less
event (e.g., one less adverse event or one less death). Such a number could also be used in
setting up an equivalence limit when the outcome is binomial. The inverse of NNT could
serve as an upper bound for �clin. NNT might be smaller in a rare disease, supporting a larger
value of �clin. NNT may also be smaller for specialists than for physicians in general practice;
the context must be considered before �clin is determined.

Some have argued that the approach of setting a clinically meaningful difference is inap-
propriate, as any difference in certain endpoints such as death will be meaningful [18]. Oth-
ers have commented that the smallest treatment difference of clinical importance may be
quite large if the new treatment offers improvements in administration, adverse events, or
costs [29]. This apparent disagreement is mainly a difference in semantics, as there is agree-
ment that an acceptable reduction in efficacy is best viewed in terms of cost-benefit analysis
of efficacy with safety or administrative differences. It is likely that any difference in death
or irreversible morbidity that will not be noticed by the physician or patient (such as one in a
thousand or one in a million) will be small enough that a sample size attainable in a clinical
trial will not have sufficient power to conclude equivalence. When differences between treat-
ments are not known before the study commences (such as when there may be a difference in
safety profile rather than a difference in ease of administration), it may not be possible to de-
fine �clin a priori. The potential biases of defining �clin after the study should be weighed
against the cost and inconvenience of better understanding the differences by completing a
pilot study before the definitive equivalence/noninferiority study. A practical alternative
would be to pick a value of �clin a priori with the understanding that it is appropriate only if
the safety profiles (or other information in the study) do not show an unanticipated result.

µac µtest– δclin,>

µac µtest– δclin.=
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Statistical models

In this section some ideas on setting the equivalence limits to take advantage of statistical
properties are discussed. Two measures of closeness are presented as examples of measures
other than the standard �1��2 to study equivalence. The methods can be used by the statisti-
cian and client to explore the consequences of choosing various equivalence limits or to
brainstorm on equivalence limits.

Let �stat be the equivalence limit chosen for statistical properties. One idea is to set
�stat	k
. This has been used in an example to demonstrate an equivalence method without
comment on the appropriateness of doing so [30]. A study with higher than expected vari-
ability would not have an adverse impact on the test if an obvious choice when 

is not known. The value is known as the standardized increment or the treat-
ment effect and can be used to help decide what differences are clinically important [31], al-
though cautions presented by Lenth on the standardized increment should be noted [32].

A value for �stat can be considered with various measurements of important dif-
ferences between observations such as a nonparametric analysis of equivalence based on

where Xi is a value from treatment 1 and Yj is a value from treatment 2 [33].
The number of times that pairs of observed values differ by more than θ is the basis for a test
of this measure. Assume that data from both treatments are normally distributed.

under the null can be calculated from the distributional assumptions. Let
. If and �	
2I, then P

where 
(·) is the standard normal cumulative density function. Consider k	1 and θ	2
 as an example.
 If �ac � �test 	 σ(Ho is true with

k 	 1) then P( Xi � Yj � 2 σ Ho) 	 0.257. If k	1/3, the equivalence limit is �ac��test	
/
3, and P ( Xi � Yj � 2σΗο) 	 0.169. This can be compared to P ( Xi � Yj � 2σµ ac 	
µtest) 	 0.157, very close to the value when k	1/3. The approach can also be adapted for
noninferiority studies and is statistically interpretable even if crossover study designs cannot
be employed. Hauck, Hyslop, and Anderson proposed a similar metric, P(Xi�Yj) [34].

Heyse and Stine proposed another criterion for equivalence, the proportion of similar re-
sponses (PSR) [35]. This is essentially the area that is under both density curves (assuming
continuous data), or A large value of PSR is in-
dicative of a similarity in distributions. This is another tool to study the effect of various
equivalence limits. As above, let �stat	k
, with k	0, 1/3, or 1, with data normally distrib-
uted. For k	0, PSR	1. For k	1/3, PSR	0.868. For k	1, PSR	0.617. Such a criterion is
not appropriate for noninferiority without some adjustments.

The above interpretations of these approaches make distributional assumptions that often
are not appropriate — a normal distribution is a stronger assumption than the induction of the
central limit theorem. Both methods were proposed for nonparametric settings, and they can
be used as such. (The normal assumption was for ease of presentation.) Choosing single val-

δstat kσ̂,=
µac µtest– σ⁄

P Xi Yj–( θ )>

P Xi Yj–( θ )>
X,Y( ) N µ,Σ( )∼ µ µX ,µY( ),µX µY kσ,=–=

Xi Y j– θ>( ) P Xi Y j– θ>( ) P Xi Y j– θ<( )

1 Φ θ kσ–

σ 2
--------------- 

 – Φ θ– kσ–

σ 2
-------------------- 

 +

=+=

P Xi Y j– θ>( ) 1� Φ–= 2 2⁄–( )Φ 3 2 2⁄( ) 0.257.=

PSR min f i x( )[ ] dxwith 0 PSR 1.≤ ≤
∞–

∞
∫=
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ues of k, θ, and � or of PSR will also be difficult, perhaps more difficult than choosing �clin.
Clinicians are trained to be more interested in differences in individual patients than differ-
ences in group means, so specifying an important difference in individual responses along
with corresponding probabilities might be easier for the clinician than specifying an impor-
tant difference in means. The prepared statistician will play an important role in helping the
clinician understand the implications of choosing various values of �0 by elucidating the re-
sulting statistical properties.

Other choices

Other rules and guidelines have been proposed for determining an equivalence limit. In
pharmacokinetic and bioavailability studies, a ratio of means between 0.80 and 1.25 is often
used for determining bioequivalence. In anti-infective studies, the U.S. FDA Division of
Anti-Infective Drug Products proposed an adaptive equivalence limit, in which the accept-
able difference in response rates is either 10, 15, or 20 percentage points depending on the
observed cure rates in the study [36–38]. These equivalence limits seem to be based on rea-
soning other than what is discussed in this paper. Although these limits have advantages
(ease of implementation, reasonable and consistent sample size requirements, etc.), it is diffi-
cult to justify them in general as appropriate compared to a placebo effect, or as clinically
important, without further information.

Comparisons, contrasts, and comments

Three strategies for determining equivalence limits have been presented. In this section
the three will be compared and contrasted.

Necessity of a clear objective

It is imperative that the objective of the study be known and stated prior to searching for
an appropriate value of �0. That objective will be to show that the test treatment is superior
to placebo, to show that the active control is not much better than the test treatment, or to
show that there is not an important difference between the test treatment and the active
control.

If a value of �pbo can be found, even crudely, it will be an upper bound for a noninferiority
limit, whatever the objective of the study. Such a value of �0 is inherently one-sided in na-
ture: it makes sense to use �pbo as an upper bound on �ac��test for testing noninferiority but
not as a lower bound for testing equivalence. Finding a value of �pbo requires that the differ-
ence between the active control and placebo is well documented. If the only objective of the
trial is to show that the investigational treatment is active, then �pbo may be used as the equiv-
alence limit, even if �pbo��clin.

If a value of �pbo cannot be found, there may be a temptation to continue the study with
�clin. In most situations this should not be done, since it is possible to accept as noninferior a
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treatment that is only as good as or even worse than placebo. However, there may be special
cases when it is possible. Consider comparing a treatment to placebo for purposes of evaluat-
ing an important safety endpoint. It would be absurd to try to define a noninferiority limit
based on the difference between the control and placebo, since the control is placebo. If it is
desired to show that the treatment is not clinically worse than placebo for incidence of the
safety endpoint, choosing the noninferiority limit based on �clin in the absence of �pbo may be
appropriate. Another example is consistency lots for new vaccine products, in which three or
more investigational lots are compared to each other to confirm consistency of the manufac-
turing process [39–42]. In this case, all of the treatments are investigational, so the concept
of �pbo is not appropriate. These are two imperfect counterexamples to the argument that one
can never choose a noninferiority limit when �pbo is not evaluable, as each is a departure from
the usual active control paradigm. Planning a study of noninferiority or equivalence based on
�clin in the absence of knowledge about the effect of an active control versus placebo will
rarely be appropriate, and the burden of proof will be on the study sponsor to defend such an
equivalence limit.

Simply showing that �test��ac��pbo is not sufficient to show that the two treatments are
interchangeable when the objective is to rule out clinically important differences. Input from
the clinician on an important difference will be valuable in determining equivalence. Such
input is often looked upon skeptically by the statistician, as it involves biases and judgments.
However, it will provide information on how the treatment must perform before it will be
readily used by the medical community. In registrational clinical trials, it is probably more
important for marketing purposes than for registration purposes.

When there are multiple objectives, multiple values of � may be chosen before the study
begins. Such planning might be appropriate when one value is chosen in the manner of �pbo

for purposes of confirming efficacy and supporting registration and another value is chosen
in the manner of �clin for purposes of a favorable package circular or for publications to sup-
port marketing objectives. The type I error rate can be controlled with a simple modification
of a testing procedure that has been proposed for conditional superiority testing in noninferi-
ority studies [43,44].

The statistical approach to equivalence limits is valuable for exploring various equiva-
lence limits or brainstorming on possibilities. The approach of �stat will also be useful to cri-
tique a value of �pbo or �clin that has been proposed.

Role of the statistician

The role of the statistician in selecting a value of �0 has sometimes been minimized, even
in the statistical literature. Schuirmann stated that the equivalence limits should be made “by
the experts in the fields of biopharmaceutics and medicine (not by the statistician!)” [7].
Chuang-Stein wrote that “the choice of (�) should be based on clinical and not statistical con-
siderations” [45]. For selecting a value of �0 in the manner of �clin, this may be at least par-
tially correct. However, the statistician must be involved in setting �pbo, which will be a
bound for �0. If the clinical “expert” picks a value of �clin that is large enough to allow equiv-
alence with placebo (or worse than placebo), the statistician must be ready to advise against
such a limit. The statistician can also use �stat to assist the client in choosing a value of �clin.
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Summary

In few equivalence or noninferiority studies will there be one obvious choice for an equiva-
lence limit. The intent of this paper is not to supply a strategy that will result in a single choice
of an equivalence limit. Rather, the intent of this paper is to provide several options. The stat-
istician and clinician, in consultation with regulatory authorities for registration studies, should
collaborate to find an equivalence limit during the planning phase of the study. (See NG [46]
for one recent opinion from a regulatory reviewer.) When determining an appropriate value for
an equivalence limit in a given study, each of the three strategies discussed should be consid-
ered. Depending on the objective of the study, any or all may be of interest and of help in
choosing the value to be used in the study. Interpretations of the various strategies should be
presented to the client for input and feedback, and the final equivalence limit can then be se-
lected jointly by the statistician and client. This process will not be quick or painless, but will
result in an improved understanding of the chosen equivalence limit by all parties, and is a bet-
ter plan than an instant or routine one-size-fits-all approach to choosing �0. The strategies discussed
in this paper are an attempt to make an inherently subjective process a little more objective.
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