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Abstract
Survival analysis is commonly used to evaluate factors associated with time to an event of interest (e.g., ESRD, cardiovascular disease, and mortality) among CKD populations. Time to the event of interest is typically observed only for some participants. Other participants have their event time censored because of the end of the study, death, withdrawal from the study, or some other competing event. Classic survival analysis methods, such as Cox proportional hazards regression, rely on the assumption that any censoring is independent of the event of interest. However, in most clinical settings, such as in CKD populations, this assumption is unlikely to be true. For example, participants whose follow-up time is censored because of health-related death likely would have had a shorter time to ESRD, had they not died. These types of competing events that cause dependent censoring are referred to as competing risks. Here, we first describe common circumstances in clinical renal research where competing risks operate and then review statistical approaches for dealing with competing risks. We compare two of the most popular analytical methods used in settings of competing risks: cause-specific hazards models and the Fine and Gray approach (subdistribution hazards models). We also discuss practical recommendations for analysis and interpretation of survival data that incorporate competing risks. To demonstrate each of the analytical tools, we use a study of fibroblast growth factor 23 and risks of mortality and ESRD in participants with CKD from the Chronic Renal Insufficiency Cohort Study.


Introduction
Survival analysis refers to a class of statistical analytical methods that are used when the outcome variable is the time until a specified event of interest occurs. In clinical research, the event of interest is typically a clinical outcome, such as ESRD. Survival analysis can be a powerful tool to help us to understand the associations between risk factors and clinical outcomes, and also to predict an individual’s risk of developing a clinical outcome. Like many other statistical techniques, however, care must be taken to ensure that the specific method selected for the analysis is appropriate to the situation; otherwise, erroneous conclusions may be drawn.

This paper examines analytical approaches in clinical settings where there are competing risks. Competing risks exist when an individual can experience other types of events that prevent the occurrence of the event of interest, thereby preventing us from knowing when that individual would have developed the event of interest had the competing event not have happened (1). For example, death precludes us from observing CKD outcomes such as ESRD (2,3), or cardiovascular disease (CVD) outcomes such as coronary artery disease or congestive heart failure (4,5).

Without additional adjustments, certain commonly used survival analysis methods, such as the Kaplan–Meier survival function and Cox proportional hazards regression, can produce misleading conclusions when competing risks are present, which causes informative censoring or incorrect event probabilities. Consequently, various approaches to dealing with this problem have been developed. The goal of this paper is four-fold. First, we explain the concept of competing risks and outline the implications of competing risks for standard survival analysis methods, such as the Kaplan–Meier estimator and Cox proportional hazards models. Second, we provide a brief explanation of two main types of survival models designed for use in the presence of competing risks: cause-specific hazards models and subdistribution hazards models. Third, we discuss key considerations in planning statistical analyses in the presence of competing risks, on the basis of the specific scientific questions the analysis is intended to address. Fourth, we use a motivating example in CKD to illustrate practical and analytical considerations for analysis and interpretation of survival data that incorporate competing risks.

Motivating Example: Is Fibroblast Growth Factor 23 Associated with Time to ESRD?
The motivating example (2) is an analysis of data from 3879 participants enrolled between June of 2003 and September of 2008 in the Chronic Renal Insufficiency Cohort (CRIC) Study, a prospective study of individuals with stage 2–4 CKD (6–8). The goal of the motivating study was to evaluate fibroblast growth factor 23 (FGF-23) as a risk factor for developing ESRD.
in participants with CKD (2). In this example, death can be viewed as an event competing with ESRD. During a median follow-up time of 3.5 years, 410 study participants developed ESRD and 246 participants died without developing ESRD. The remaining 3223 participants experienced neither ESRD nor death while they were followed in the CRIC study until the end of the analysis. Median FGF-23 levels were 146 (interquartile range, 96–239) RU/ml. At baseline, the mean age was 57 years and mean eGFR was 43 ml/min per 1.73 m². In the cohort, 45% of participants were women, 45% were non-Hispanic white, 42% were non-Hispanic black, 13% were Hispanic, and 48% had diabetes. For additional details about this analysis, see Isakova et al. (2).

**Introduction to Classic Survival Analysis for a Single Event**

To facilitate understanding the challenges of, and approaches to, analyzing data with competing risks, we first provide a brief overview of survival analysis. As described above, in survival analysis, the outcome is the time until a specified event of interest occurs. For each individual in the analysis, the time from start of follow-up until the time the event occurs is referred to as that individual’s survival time.

**Independent Censoring and Competing Events**

In an ideal situation in which all subjects in the study were followed until they experienced the event of interest, we would have an observed time to event for each person and could model it using standard methods (e.g., regression modeling). In practice, however, this rarely occurs; some participants never experience the event during follow-up. When a subject has follow-up end before experiencing the event of interest, the subject is censored. Censoring can happen for any of a number of reasons, including death, loss to follow-up, and end of study.

The various methods of survival analysis are designed to handle data sets that include censored cases. Two commonly used methods, the Kaplan–Meier estimator and Cox proportional hazards models, are described below.

**Kaplan–Meier Estimator**

The Kaplan–Meier estimator is the most frequently used tool to estimate the survival function (9). The Kaplan–Meier estimator is a step-down function, with each step at each time an event of interest occurs. The height of a step at a given time is the proportion of subjects at risk (i.e., free of the event of interest) just before the given time, who experience the event at that time. The log-rank test can be used to compare two or more Kaplan–Meier estimators on the basis of different values of a single covariate; for example, treated versus control groups, smokers versus nonsmokers, men versus women, etc.

**Cox Proportional Hazards Models**

Proportional hazards models, or Cox proportional hazards models (10), allow us to investigate the association between a set of covariates and the event of interest. The Cox proportional hazards model estimates the hazard function (also called hazard rate), \( h(t) \), which is the instantaneous rate of occurrence of the event of interest at survival time, \( t \), for a subject who has survived event free up until time \( t \). The term “instantaneous rate” refers to the event rate in a short period of time. For example, \( h(2.5) \) is the risk of developing ESRD just after year 2.5 for subjects who have not yet developed ESRD. In a Cox proportional hazards analysis, the effect of each covariate is found by estimating the hazard rates among subjects differing by one unit on the given covariate and taking the ratio of the two rates; this ratio is familiarly known as the hazard ratio (see Supplemental Table 1 for technical details on the hazard function and other functions commonly used in survival analysis).

An important assumption made by the Cox proportional hazards model is the proportional hazards assumption. This assumption states that the hazard ratio for a given covariate remains constant over time. Violation of proportionality in Cox proportional hazards models may lead to misleading conclusions; thus, it is useful to check proportionality (e.g., Schoenfeld residuals or time-dependent coefficients—an interaction between a function of time and predictors) in practice. In the presence of violation of proportionality in Cox proportional hazards model, adding the time-dependent coefficients would allow us to estimate the hazard ratios over time.

One concept that is fundamental to understanding how the Cox proportional hazards model (and survival analysis generally) works is that of the “risk set.” The risk set is the set of subjects who, at any given point in time, have not yet experienced the event of interest and could potentially be observed to experience that event in the future. At the beginning of the study, the risk set includes all subjects; over time, subjects experiencing the event of interest, and censored subjects, are excluded from the risk set. At each point in time, the Cox proportional hazards model uses the data from all cases that are in the risk set at that particular time.

**Analytical Strategies and Key Assumptions in the Presence of a Competing Event**

The methods of survival analysis described above assume that censoring occurs independently of the event of interest. A censoring event is said to be independent of the event of interest if the likelihood of occurrence of the two events are not correlated. For example, consider a study in which the event of interest is ESRD. If a participant in such a study dies in a car crash before developing ESRD, this obviously prevents us from knowing how long it would have taken that individual to reach ESRD, had they lived. However, there is no reason to assume that individuals who die in car crashes would, had they lived, have systematically different (shorter or longer) times to ESRD than other participants, so the two events are considered to be independent.

The assumption of independent censoring simplifies survival analysis because it allows us to treat those cases for whom survival times are not known (i.e., censored cases) as being the same as cases for whom survival times are known. As a result, methods of survival analysis that rest on the assumption of independent censoring, such as the Kaplan–Meier estimator and the standard Cox
proportional hazards model, are widely used. However, there are many types of censoring events that may not be independent of the event of interest. For example, in the study of ESRD just described, if participants who have more advanced CKD (and are thus more likely to experience ESRD soon) are also more likely to have CVD, then CVD-related death is not an independent censoring event.

In situations of this type, methods such as the Kaplan–Meier estimator and the standard Cox proportional hazards model can yield biased results, because they treat censored individuals as having the same risk of the event of interest as uncensored individuals. Unfortunately, the assumption of independent censoring is, in general, not testable.

In the example given above, CVD-related death is an example of a competing risk event, as it precludes any possibility of the subsequent occurrence of ESRD. Table 1 provides examples of differences in competing events and censoring events. Competing risk events are quite commonly not independent of the event of interest. Consequently, analytic techniques that have been developed for use in the setting of competing risks do not rest on the assumption of independent censoring. In this section, we review two such techniques, cause-specific hazards models and subdistribution hazards models, which yield interpretable measures of association between covariates and the event of interest, and of prediction of the event of interest in the presence of competing events.

**Cause-Specific Hazards Models**

When there are competing events, the Cox proportional hazards approach can still be used by treating the competing event as a censoring event. Prentice et al. (11) proposed a simple method for doing this. In this approach, separate models are performed to estimate the hazard rates for each specific cause of failure (i.e., the event of interest and competing events). Because these models are for specific causes, they are referred to as cause-specific hazards models.

In practical terms, the primary impact of cause-specific hazards models is the interpretation of the hazard ratios. Because any competing event is treated like other independent censoring events in cause-specific hazards models, the cause-specific hazard ratio, \( h_{1,CS}(t) \), is the instantaneous rate of occurrence of the event of interest at survival time, \( t \), for a subject who has survived event free (both the event of interest and competing events) up until time \( t \), and HR\(_{1,CS}\) is interpreted as the hazard ratio for the event of interest comparing two values of a factor in “a hypothetical world,” where the competing event is removed. In other words, HR\(_{1,CS}\) is what the hazard ratio for the event of interest would be if subjects could never experience the competing event. Similar to Cox proportional hazards models, cause-specific hazards models require the proportionality assumption such that the cause-specific hazard ratio is assumed to remain constant over time. Lunn and McNeil (12) proposed a joint stratified (by event types) Cox proportional hazards model with rearrangement of the data set to replace separate cause-specific hazards models, and many authors have implemented this approach in practice (13,14).

**Subdistribution Hazards Models**

Although the concept of cause-specific hazards models is straightforward, researchers often find the caveat “in a hypothetical world where the competing event is removed” in the interpretation of HR\(_{1,CS}\) opaque. Fine and Gray proposed an approach that removes this caveat (15). In technical terms, the primary difference between cause-specific hazards models and the Fine and Gray approach is that the Fine and Gray approach models hazards on the basis of the cumulative incidence function, \( F(t) \), which is the risk of a subject experiencing the event of interest before survival time \( t \); hazards modeled in this way are referred to as subdistribution hazards (see Supplemental Table 1 for technical details on the cumulative incidence function). In practical terms, the primary difference between cause-specific hazards models and the Fine and Gray approach is in their operational differences: that is, how subjects who have experienced a competing event are treated in the risk set. In cause-specific hazards models, as we have seen previously, such subjects are removed from the risk set. In the Fine and Gray approach, such subjects are retained in the risk set after experiencing the competing event. Thus, the risk set includes subjects for whom the event of interest can potentially be observed, as well as subjects for whom the event of interest cannot be observed because of the previous occurrence of a competing event from the risk set.

As noted by other authors (15,16), the cause-specific hazard represents the instantaneous rate of occurrence of the event of interest at \( t \) for a subject who is still at risk before \( t \), whereas the subdistribution hazard shows the instantaneous rate of occurrence of the event of interest at \( t \) for a subject who either is still at risk or has experienced the competing event before \( t \). Following Lau et al. (17), Figure 1 depicts the difference in risk sets between cause-specific hazards models and subdistribution hazards models in a hypothetical example of 25 subjects. In Figure 1, after seven subjects experienced the competing event (triangles) at time 1.1 (two), time 1.8 (three) and time 2.9 (two), they stay in the risk set for the remaining time in subdistribution hazards, while they are removed from the risk set for the remaining time in cause-specific hazards. The difference in the risk sets between cause-specific and subdistribution hazards can be seen in the denominators in the table in Figure 1. Like cause-specific hazards models, subdistribution hazards models also require the proportionality assumption; i.e., a subdistribution hazard ratio for any two values of a factor remains constant over time. Fine and Gray (15) also showed that a hazard ratio–like estimator,

| Table 1. Comparison of examples for censoring and competing events in CKD |
|-----------------|-----------------|-----------------|
| Censoring       | Competing Event | Noncompeting Event |
| Noninformative  | Car crash death | End of study |
| Informative     | Cardiovascular death | Loss to follow-up (health status) |
the subdistribution hazard ratio, denoted as SHR, and interpreted as the hazard ratio for the event of interest in a setting where subjects can experience competing events, can be derived from the models.

Comparing Cause-Specific and Subdistribution Hazards Models

Although modern statistical packages allow us to perform analyses of cause-specific hazards models and subdistribution hazard models easily, it is worth considering some analytical strategies on the basis of two main goals, association and prediction. In Figure 2, we show a diagram to guide analytical strategies on the basis of the goal of the analysis.

If the goal is to understand the association between a predictor and the event of interest, then the use of cause-specific hazards models, with interpretation of cause-specific hazard ratios, can be useful to inform the understanding of etiology, the relationship between the predictor and the event of interest assuming the competing events do not exist. The use of subdistribution hazards models, with interpretation of subdistribution hazard ratios, can estimate the relationship between the predictor and the event of event while taking into account the competing events.

If, on the other hand, the goal is to predict the chance that a subject with certain characteristics will experience the event of interest within a given time period, subdistribution hazards models provide a convenient and direct calculation of cumulative incidence functions. Although the cumulative incidence functions cannot be obtained directly from cause-specific hazards models, they can still be derived from integration of product of cause-specific hazard and overall survival functions (18).

In situations where researchers may be tempted to perform both cause-specific and subdistribution hazards models, it is recommended to pay additional attention to the proportionality assumptions. We have mentioned that proportionality assumptions are necessary in both cause-specific and subdistribution hazards models, however, as many authors have pointed out, the proportionality in cause-specific hazards models and the proportionality in subdistribution hazards models cannot be satisfied simultaneously without restrictions (19,20). To describe the potential impact of the competing events on the event of interest, a time-dependent coefficient, an interaction term between the exposure of interest and a function of survival time (e.g., logarithm of time or dichotomization at a certain time point) can be added to both models to allow hazard ratios to change over time. Supplemental
Table 2 shows technical details of the relationship between cause-specific and subdistribution hazard ratios under different restrictions. Muñoz et al. (20) presented a more formal definition for readers who are interested in further details.

A Motivating Example in the Presence of Competing and Independent Censoring Events

In this section, we consider a binary primary predictor, FGF-23 > 180 RU/ml versus FGF-23 ≤ 180 RU/ml. Let ESRD be the event of interest and let loss to follow-up and end of the study be censoring events. Because death precludes us from observing ESRD, we treat death as a competing event in all analyses. Table 2 shows the distributions of death and ESRD from 3879 participants by subgroups of FGF-23. There were 410 participants who had developed ESRD and 246 participants who had died during the study period; 3223 participants were either lost to follow-up or did not have any event before the end of the analysis.

Association between FGF-23 and Time to ESRD

To characterize the association between levels of FGF-23 and ESRD, we use hazard ratios from the cause-specific and subdistribution hazard models with and without a time-dependent coefficient for levels of FGF-23, which is defined as an interaction between levels of FGF-23 and logarithm of survival time, in Table 3. From the cause-specific hazards model (i.e., relationship between levels of FGF-23 and ESRD when the competing event, death, would not occur), the significant time-dependent coefficient for levels of FGF-23 (P = 0.002) indicates that the cause-specific hazard ratio for ESRD, $H_{RESRD, CS}$, changes over time. For example, $H_{RESRD, CS}$ is 5.90 (with a 95% confidence interval of 4.21 to 8.27) at year 1 and $H_{RESRD, CS}$ is 2.73 (with 95% confidence interval of 2.00 to 3.73) at year 4. From the subdistribution hazards model (i.e., relationship between levels of FGF-23 and ESRD when taking into account the competing event, death), the significant time-dependent coefficient for levels of FGF-23 (P = 0.002) indicates that the subdistribution hazard ratio for ESRD, $SH_{RESRD}$, will change over time. Figure 3 depicts $H_{RESRD, CS}$ and $SH_{RESRD}$ and their 95% confidence intervals from the cause-specific and subdistribution hazards models with a time-dependent

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Censoring</th>
<th>ESRD</th>
<th>Death</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGF-23≤180 RU/ml</td>
<td>2181</td>
<td>135</td>
<td>95</td>
<td>2411</td>
</tr>
<tr>
<td>FGF-23&gt;180 RU/ml</td>
<td>1042</td>
<td>275</td>
<td>151</td>
<td>1468</td>
</tr>
<tr>
<td>Total</td>
<td>3223</td>
<td>410</td>
<td>246</td>
<td>3879</td>
</tr>
</tbody>
</table>
Both HRESRD, CS and SHRESRD are higher in the early years and decrease over time. Although the majority of the confidence intervals for HRESRD, CS and SHRESRD are overlapped, HRESRD, CS and SHRESRD are similar within the first year and HRESRD, CS is slightly larger than SHRESRD in later years.

Another way to check the proportionality assumption is to plot residuals against time. Figure 4 illustrates four

![Hazard Ratios and their 95% CIs](image)

Figure 3. | Estimated cause-specific hazard ratio (solid line) and subdistribution hazard ratio (dashed line) over time and their corresponding 95% confidence intervals (red area: cause-specific hazard ratio; blue area: subdistribution hazard ratio) from models including a time-dependent coefficient for levels of FGF-23 to allow hazard ratios to change over time. 95% CI, 95% confidence interval; FGF-23, fibroblast growth factor 23; HR, hazard ratio.
residuals plots: (1) two Schoenfeld residuals plots from cause-specific hazards models for ESRD and death (top); and (2) two Schoenfeld-type residuals plots from subdistribution hazards models for ESRD and death (bottom). All models do not include a time-dependent coefficient. Smooth curves in four residuals plots reveal evidence of violating the proportionality assumption. Thus, models with a time-dependent coefficient for levels of FGF-23 in Table 3 are more appropriate than those without the time-dependent coefficient.

**Prediction of Developing ESRD**

To predict the chance of developing ESRD for participants on the basis of levels of FGF-23, we will use cumulative incidence functions. Because subdistribution hazards models are built directly on cumulative incidence functions, it is straightforward to obtain cumulative incidence functions once the models are fitted. Figure 5 presents the cumulative incidence functions for participants with FGF-23 > 180 RU/ml (solid blue line) and for participants with FGF-23 ≤ 180 RU/ml (dashed red line) on the basis of the cause-specific (left) and subdistribution (right) hazards models. Note that both approaches provide similar estimated cumulative incidence functions for ESRD (see Supplemental Figure 1 for SAS programming examples for calculating cumulative incidence functions on the basis of both models; for more details, see Cheng et al. [18] and So et al. [21]). By the end of year 5, about 29% of participants with FGF-23 > 180 RU/ml will develop ESRD, as compared with participants with FGF-23 ≤ 180 RU/ml (about 9%). In the right panel of Figure 5, the gray lines, for the purpose of comparison, represent cumulative incidence

---

**Figure 4.** Schoenfeld residuals plots for cause-specific hazards models and Schoenfeld-type residuals plots for subdistribution hazards models. Circles: Schoenfeld residuals; lines: smooth curve; dashed lines: confidence bands at two standard errors.
functions on the basis of the subdistribution hazards models without a time-dependent coefficient.

Discussion

In this paper, we first introduce different types of events in survival analysis: an event of interest, competing events, and censoring events. Because of the dependence between the event of interest and competing events, standard analytical tools are not suitable. We then provide a review of two analytical tools, cause-specific hazards models and subdistribution hazards models, for analyzing time to the event of interest in the presence of competing events. Furthermore, a framework for determining an appropriate statistical approach in the setting of competing risks on the basis of the scientific goals of an analysis is provided. Finally, we use a real study of CKD to demonstrate the results and the interpretation of both cause-specific and subdistribution hazards models on the basis of association and prediction.

When hazard ratios from both cause-specific and subdistribution hazards are reported, under the proportionality assumptions, these hazard ratios are related to each other in specific ways (Supplemental Table 2). Therefore, we recommend readers to always examine the proportionality assumption and to correctly interpret the results for each model in published work.

Analytical strategies in the presence of competing events are not limited to cause-specific hazards models and subdistribution hazards models. Readers interested in an advanced treatment of this topic are encouraged to follow up with the following references. Whereas the cause-specific hazards models are on the basis of the Cox proportional hazards model or technically semiparametric models, a more flexible modeling technique is proposed by Hinchliffe and Lambert (21) by relaxing the linear logarithm of time to the restricted cubic splines for logarithm of time in parametric Weibull models. One important limitation of subdistribution hazards models with time-dependent covariates is that the time-dependent covariate is not clearly defined after study subjects experience competing events. Many authors have pointed out this challenge in subdistribution hazards models and provided alternative approaches using a multistate models formulation (13,23–25). Another approach is to impute the occurrence of the event of interest for those who have experienced the competing events. For example, in a study of CKDs, if repeated measurements of eGFR are available, the time to ESRD for those who died could be estimated on the basis of progression of eGFR and a cutoff to define ESRD (26).

Other authors have developed methods to address the dependence among the event of interest and competing events, such as mixed proportional hazards models in settings of a joint latent failure time distribution (10,27–29).
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Figure 5. Cumulative incidence functions for ESRD by FGF-23 groups on the basis of cause-specific hazards models with a time-dependent coefficient and subdistribution hazards models with a time-dependent coefficient. Note that the gray solid and dotted lines from subdistribution hazards models are cumulative incidence functions for ESRD by FGF-23 groups on the basis of subdistribution hazards models without time-dependent coefficient. FGF-23, fibroblast growth factor 23.
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