
PERSPECTIVE

1583

Clinical and Social Risk Adjustment

n engl j med 382;17  nejm.org  April 23, 2020

edges gains while being clear-
eyed about populations who don’t 
benefit from those gains. Adopt-
ing methods that account for all 
factors that influence risk, and 

for the interdepen-
dence of those fac-
tors, could be an 
important step in 

creating a more equitable health 
care payment system that better 
serves patients, including the 
most disadvantaged members of 
society.
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Prediction Models

Prediction Models — Development, Evaluation,  
and Clinical Application
Michael J. Pencina, Ph.D., Benjamin A. Goldstein, Ph.D., and Ralph B. D’Agostino, Ph.D.​​

When national lipid guide-
lines first incorporated a 

model based on data from the 
Framingham Heart Study — a 
turning point for the role of risk 
prediction in health care — that 
Massachusetts city was an anom-
aly: a community with extensive, 
available, longitudinal health data. 
Today, U.S. health care systems 
have amassed large, local data sets 
through adoption of electronic 
health records (EHRs) and the 
standardization associated with 
provider consolidation. More re-
cently, payers have moved toward 
capitation and other value-based 
models. This shift places a higher 
premium on avoiding costly con-
ditions altogether. These trends 
create greater demand for predic-
tion models, since prevention is dif-
ficult without accurate identifica-
tion of who specifically is at risk.

Prediction models’ newfound 
importance and the emergence 
of model development based on 
machine learning raise questions 
about how to ensure their safety 
and efficacy, given their growing 

role in risk stratification, care 
pathways, and clinical outcomes. 
A systematic review comparing 
clinical prediction models based 
on regression with those based on 
machine learning revealed trou-
bling weaknesses in model eval-
uation.1 Given the number of 
emerging prediction models and 
their diverse applications, no sin-
gle regulatory agency can review 
them all. This limitation, how-
ever, does not absolve models’ 
developers and users from apply-
ing the utmost scrutiny in dem-
onstrating effectiveness and safe-
ty. It also highlights the need for 
accepted standards for develop-
ment, evaluation, and application 
of prediction models.

Fortunately, foundational prin-
ciples for model creation and use 
have emerged.2,3 These principles 
will have to be adapted and aug-
mented for current conditions, 
which include new sources of 
data. We offer eight key consid-
erations for the introduction and 
use of prediction models (see ta-
ble for illustrative examples).4,5

1. Population at risk: Correct 
identification of persons at risk 
and the time when the model 
will be applied to inform inter-
vention strategies is critical. Such 
identification requires a focus on 
the demographic characteristics, 
health status, and location of the 
patient population as well as on 
the clinical context in which a 
model will be used. The pooled 
cohort equations that drive cur-
rent cholesterol guidelines, for 
example, are based on persons 
without atherosclerotic cardio-
vascular disease (ASCVD) who 
are 40 to 79 years of age and not 
currently receiving lipid-lowering 
treatment. Consequently, these 
equations should not be applied to 
people with a history of ASCVD, 
people currently taking lipid-low-
ering treatment, or people under 
40 or over 79. Including broad 
swaths of the population who 
are at very low risk (e.g., women 
in obstetrics units) in a model 
for determining sepsis risk can 
make it harder to identify people 
with genuinely high risk. The 
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more dissimilar the population 
used in developing the model is 
from the target population, the 
less accurate predictions will be.

2. Outcome of interest: Well-
curated outcome data reflecting 
the primary focus of care are 
needed for model development. 
Using poorly defined or surro-
gate outcomes can lead to unin-
tended adverse consequences. For 
example, data for in-hospital 
events, including death, may be 
the easiest to obtain, but predic-
tion models that don’t incorpo-
rate events occurring soon after 

discharge might be misleading. 
Other decisions include appropri-
ate handling of practice-driven 
choices (in the sepsis example in 
the table, for instance, adminis-
tration of medications may be 
indicative of disease progression) 
and competing outcomes (which 
should be handled using statisti-
cal methods, rather than exclud-
ed or recorded as nonevents).

3. Time horizon: The starting 
point and duration of follow-up 
should align with the goals of 
interventions that will be in-
formed by prediction models. Al-

though ranking patients accord-
ing to risk may be less affected 
by the time horizon, absolute risks 
— which are often used in clini-
cal decision making — will be 
more so. In a sepsis-prediction 
model, for example, the choice of 
starting point is closely connect-
ed with the level of care — emer-
gency department, inpatient, or 
intensive care — and depends on 
whether our interest lies in pre-
diction during the patient’s entire 
stay or just the first few hours. A 
too-short window might improve 
model performance but reduce 

Considerations for Development of Prediction Models and Their Application in Cholesterol Guidelines and Sepsis Prevention.*

Consideration Comments
Pooled Cohorts Equation  
for Cholesterol Guidelines

Model for Improving Sepsis  
Prevention in Hospitals

1. Population  
at risk

Identify persons at risk to whom the model 
will be applied on the basis of demo-
graphic characteristics, health status, 
location, and clinical context.

Adults 40–79 yr of age free of  
CVD (model based on 24,626 
NHLBI cohort participants)

Adult patients presenting to emergency 
department and admitted (model 
based on >42,000 encounters over 
14 mo)

2. Outcome  
of interest

Use well-curated data, with outcomes that 
reflect the primary focus of care.

Atherosclerotic CVD (myocardial 
infarction, stroke, cardiovas
cular death)

Sepsis: ≥2 abnormal vital signs, sus-
pected infection; ≥1 abnormal sign 
of end-organ failure

3. Time horizon Starting point and duration of follow-up 
should align with goals of interventions.

10 yr after baseline measurement 4 hr; predictions made every hour of 
encounter

4. Predictors Decisions about choices and number of 
predictors should take into account ease 
and time of collection, possible bias, 
model stability, and interpretation (e.g., 
understanding what outputs the model 
produces and identifying key predictors 
and their association with outcome).

Age, sex, race, smoking status, 
presence or absence of dia
betes, systolic blood pressure, 
antihypertensive treatment, 
total and HDL cholesterol levels

34 time-varying physiological variables, 
35 baseline covariates, 10 medica-
tion classes (more than 32 million 
data points)

5. Mathematical 
model

Balance performance with ability to under-
stand, implement, and maintain the 
model. Burden of proof is placed on the 
more complex models. Be transparent 
and avoid black-box solutions.

Cox proportional-hazards re
gression

Multitask Gaussian Process Recurrent 
Neural Network Classifier

6. Model evalua-
tion

Rigorously evaluate the model using data 
different from those used for develop-
ment and collected in a setting that 
mirrors clinical application.

Validated in development and 
several external cohorts

Validation on 32,000 new encounters; 
model compared with National  
Early Warning Score for 48-hr sepsis 
detection

7. Translation to 
CDS

To translate model into CDS, determine 
intended use and what should be dis-
played. Separate evaluation of the CDS 
tool is necessary, including comparison 
with current practice (ideally, randomized).

Guidelines recommend lipid-
lowering treatment when  
risk >0.075

Sepsis risk categorized as present, high, 
medium, or low; trial planned with 
sepsis bundle compliance as pri-
mary outcome

8. Clinical imple-
mentation

Incorporation into clinical workflows with 
training, performance engineering, mon-
itoring, and updating, when necessary, 
is required.

Calculators on AHA/ACC web-
sites, model programmed  
into EHR systems

CDS piloted in academic health system 
workflow

*	�AHA/ACC denotes American Heart Association/American College of Cardiology, CDS clinical decision support, CVD cardiovascular disease, 
EHR electronic health record, HDL high-density lipoprotein, and NHLBI National Heart, Lung, and Blood Institute.

The New England Journal of Medicine 
Downloaded from nejm.org at SirirajMedLib, Faculty of Medicine Siriraj Hosp on March 11, 2021. For personal use only. No other uses without permission. 

 Copyright © 2020 Massachusetts Medical Society. All rights reserved. 



PERSPECTIVE

1585

Prediction Models

n engl j med 382;17  nejm.org  April 23, 2020

actionability for outcomes that 
develop more slowly. The avail-
ability of data for updating pre-
dictions will also influence these 
choices.

4. Predictors: Historically, mod-
els relied on few informative pre-
dictors, which often lay along the 
causal pathway for the disease — 
in the pooled cohort equations, 
for example, lipid levels, blood 
pressure, smoking status, and 
presence or absence of diabetes. 
Drawing data from EHRs can 
substantially lengthen the list of 
potential predictors, but principles 
of parsimony still apply (so that 
models will be sufficiently stable 
in application). Ease of data col-
lection and potential bias in mod-
el inputs should be scrutinized. 
Only predictors that can be mea-
sured at or before the point of 
model application should be in-
cluded.

Model developers should iden-
tify the most important predic-
tors and clarify the direction of 
their association with the out-
come. In ASCVD models, for in-
stance, antihypertensive treatment 
appears to increase risk, though 
we know from clinical trials that 
the opposite is true.4 This appar-
ent effect is explained by indica-
tion bias: people with higher risk 
are more likely to be treated.

5. Mathematical model: The ma-
jority of models in common use 
rely on regression techniques, 
but there is increasing interest in 
using advanced machine learning. 
It’s important to strike a balance 
between the model’s performance 
and users’ ability to understand, 
implement, and maintain it. The 
burden of proof falls on develop-
ers of more complex models to 
demonstrate that they provide ad-
ditional value — users and pa-
tients should not accept a true 
“black box.” Reproducibility should 
be expected, and transparency of 

reporting is essential, permitting 
independent evaluation and criti-
cal appraisal of the model and 
the methods used to derive it.

6. Model evaluation: Once a tar-
get model is identified, it needs 
to be rigorously evaluated using 
data that are different from those 
used to develop it and that have 
been collected in clinical settings 
as similar as possible to those 
where it will be applied. The lack 
of rigor and transparency in mod-
el validation is a pressing prob-
lem.1 The availability of EHR data 
permits examination of heteroge-
neity by means of multiple evalua-
tions involving different centers 
and hospitals. Developers should 
apply standard statistical measures 
of discrimination and calibra-
tion and should compare their 
model to models in current use.

7. Translation to clinical decision 
support: If a model performs well 
using independent, relevant data, 
it can be translated into clinical 
decision support (CDS). Users will 
have to make choices about how 
the model will be applied (for in-
stance, allocation of limited re-
sources to highest-risk persons 
or determination of risk levels 
that warrant various responses) 
and about what information 
should be displayed (such as esti-
mated absolute risk, risk relative 
to peers, percentiles, categories 
and reference ranges, risk thresh-
olds, and key drivers of risk). For 
example, the lipid guidelines rec-
ommend that the 10-year risk of 
ASCVD be calculated and that 
lipid-lowering treatment be con-
sidered for persons with a risk 
above 0.075.4 If the prediction 
model and resulting CDS tool are 
to be incorporated into clinical 
information technology systems, 
they should initially run silently 
to allow for user feedback and 
data collection and evaluation.

A high-performing model does 

not guarantee high-performing 
CDS. The CDS needs to be evalu-
ated separately, using measures 
addressing clinical implications. 
Though care delivery incorporat-
ing a prediction model may fre-
quently be superior to the alter-
native, a formal, randomized 
comparison with current practice 
is preferable. The outcomes in 
such a trial may include improved 
risk stratification, decision mak-
ing, or other process measures, 
as well as cost-effectiveness rela-
tive to usual care.

8. Clinical implementation: Once 
the model and resulting CDS have 
been shown to improve care de-
livery, they can be incorporated 
into clinical workflows. Training 
and performance engineering will 
be needed to facilitate under-
standing and appropriate use.5 
Regular monitoring by an auto-
mated platform permits gathering 
of information on impact, appro-
priateness of use, and needed 
changes. As clinical populations 
shift and clinicians adapt to mod-
el alerts, new risk groups may 
emerge, necessitating adjustments. 
Although implementation is the 
last step in the process, its design 
principles should influence the 
decisions made in previous steps.

Progress in technology and 
available data create unprece-
dented opportunities for predic-
tion models to inform, person-
alize, and improve care. Those 
opportunities also place an onus 
on professionals who develop, im-
plement, maintain, and use these 
tools to do this work responsibly.

Disclosure forms provided by the authors 
are available at NEJM.org.
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The Invisible Hand — Medical Care during the Pandemic
Michelle M. Kittleson, M.D., Ph.D.​​

I met him on March 3, 2020, a 70- 
year-old man with a 6-month 

history of classic stable angina. 
He had left-arm achiness when-
ever he walked uphill, reliably trig-
gered by the same level of exer-
tion and always relieved with 
rest. A stress test showed a large, 
reversible inferolateral defect, 
prompting consultation with me. 
At the time of his visit, travel 
restrictions had been issued for 
China, Iran, Italy, and South 
Korea, and the first Covid-19–
related death had been reported 
in the United States. But on that 
day, in my office on Wilshire Bou-
levard in Los Angeles, Covid-19 
wasn’t even a blip on our radar.

Rather than ordering a knee-
jerk coronary angiogram, I ex-
plained to the patient the 2014 
Focused Update of the Guideline 
for the Diagnosis and Manage-
ment of Patients with Stable Ische
mic Heart Disease,1 which recom-
mends coronary angiography only 
in patients with presumed stable 
ischemic heart disease with un-
acceptable ischemic symptoms 
despite medical therapy. He was 
the perfect candidate for medical 
therapy, because when we first 
met he was receiving none.

Even better, the results of the 
ISCHEMIA (International Study of 
Comparative Health Effectiveness 

with Medical and Invasive Ap-
proaches) trial had been present-
ed a few months before his visit.2 
This landmark trial compared op-
timal medical therapy or optimal 
medical therapy plus routine car-
diac catheterization with revas-
cularization in patients with sta-
ble angina. Its conclusion was a 
validation of the 2014 guidelines: 
an invasive approach did not re-
duce the risk of myocardial in-
farction or cardiovascular death. 
The results were also satisfying 
from a pathophysiological stand-
point: a focal stenosis is the mark-
er of the systemic disease of ath-
erosclerosis, so it made more 
medical sense to treat the disease 
with medications rather than just 
fix the stenosis with a stent.

On November 16, 2019, the 
presentation of the ISCHEMIA 
trial was met with great fanfare 
at the American Heart Associa-
tion Scientific Sessions. Internet 
medical pundits debated the finer 
points: Did the secondary end 
points actually favor intervention? 
Were the end points adjudicated 
fairly? And why were the results 
not simultaneously published in 
a high-impact journal? In retro-
spect, those passionate discus-
sions seem quaint; just a day later, 
the yet-to-be-named SARS-CoV-2 
infected the first patient in Hubei 

Province, China.
But on March 3, 2020, when 

faced with a patient who perfect-
ly fit the profile of an ISCHEMIA 
trial enrollee, I delighted in the 
opportunity to provide guideline- 
and evidence-based therapy that 
made pathophysiological sense, 
though the patient was suspi-
cious, and his wife more so. Still, 
they listened politely as I ex-
plained the pathophysiology of 
atherosclerosis. They even smiled 
when I described the limitations 
of the “oculostenotic reflex,” an 
interventional cardiologist’s short-
hand for the see-a-blockage–fix-
a-blockage approach to coronary 
artery disease. The man agreed 
to start taking an aspirin, a beta-
blocker, and a statin, though his 
wife made this plan contingent on 
an angiogram scheduled a few 
weeks later.

I acquiesced to the angiogram 
because I knew that risk–benefit 
calculations are not just for phy-
sicians; patients perform them, 
too. I worried about the compli-
cations of potentially unneces-
sary angiography that would not 
improve survival and might not 
be necessary to improve quality 
of life, if medical therapy worked 
its magic. The patient and his 
wife worried about a ticking time 
bomb in his chest. I knew it was 
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