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Abstract. Rapid and accurate classification of medical images plays
an important role in medical diagnosis. Nowadays, for medical image
classification, there are some methods based on machine learning, deep
learning and transfer learning. However, these methods may be time-
consuming and not suitable for small datasets. Based on these limi-
tations, we propose a novel method which combines few-shot learning
method and attention mechanism. Our method takes end-to-end learning
to solve the problem of artificial feature extraction in machine learning
and few-shot learning method is especially to fulfill small datasets tasks,
which means it performs better than traditional deep learning. In addi-
tion, our method can make full use of spatial and channel information
which enhances the representation of models. Furthermore, we adopt
1× 1 convolution to enhance the interactions of cross channel informa-
tion. Then we apply the model to the medical dataset Brain Tumor and
compare it with the transfer learning method and Dual Path Network.
Our method achieves an accuracy of 92.44%, which is better than the
above methods.

Keywords: Medical image classification · Few-shot learning ·
Attention mechanism · Transfer learning

1 Introduction

The classification of medical images such as tumor types is important for the
diagnosis and subsequent treatment of diseases. However, classifying medical
images with similar structures manually is a difficult and challenging task that
requires a lot of time for experienced experts. In order to improve the efficiency
and accuracy of classification, researchers propose plenty of methods, such as
machine learning [8], deep learning [14] and transfer learning [7]. However, these
methods have some shortcomings. As the most important step in machine learn-
ing, feature extraction requires experts to spend much time determining the
features. Deep learning is more suitable for huge datasets, which means the
small amount and unbalanced categories problems will limit the efficiency of
deep models. Transfer learning can use a pre-trained model to address the prob-
lems of small datasets, while there is a great difference between natural and
medical images. So we need to explore new methods to solve these problems.
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The emergence of few-shot learning provides new directions for medical image
classification tasks. The few-shot learning [17,18] is proposed to solve the prob-
lem of overfitting and aims to recognize novel categories from very few labeled
examples. To this day, it has also produced a variety of effective models and
algorithms. The main methods are meta-learning [12], metric-based [20], data-
augmented [5], semantic-based [19], and so on. The baseline used in the paper is
Prototypical Network [17] which is based on metric learning. This model is out-
standing in the classification of small samples, but there is still the problem that
spatial and channel information is not considered in feature extraction. Due to
the noise in the medical image, the features that contribute to the classification
results should be found more accurately.

Based on this deficiency, we improve the original model. In the embed-
ding module, we extract features through several convolution operations. After
extracting many features, we consider “what” is meaningful in the image and
“where” is an informative part of the classification task. So we add an attention
module into the embedding module. Inspired by Network in Network [13], we
add 1× 1 convolution into the convolutional blocks to enhance the interactions
of cross channel information. In this way, we can improve feature representations
and suppress more useless information. The use of few-shot learning methods can
effectively address the problem of overfitting. We conduct a series of compara-
tive experiments to validate the effectiveness of our methods. At last, the results
show that compared with pre-trained models, our model is more effective.

The main contributions of this paper can be summarized as follows:

1. We propose to add the attention mechanism into the network, which helps
model extract features from spatial and channels simultaneously. Through
the experiments, we find different placements of attention mechanism share
different results. When the Convolutional Block Attention Module(CBAM)
is put between the last two convolutional blocks, the result is the best.

2. We propose to add 1× 1 convolution into the convolutional blocks. This oper-
ation can enhance the interactions of cross channel information and the results
outperform the prior one.

3. We apply few-shot learning methods to the field of medical image classifica-
tion to solve the problem of small datasets and achieve good results.

The rest of the paper is organized as follows: we first introduce the related
work about methods to solve medical image classification in Sect. 2. Then we
describe our methods in detail in Sect. 3. In Sect. 4, we mainly present our
datasets, experimental setup and results. Finally, in Sect. 5, we conclude our
work and indicate future directions.

2 Related Work

2.1 Method Based on Machine Learning

In the medical field, doctors need to judge the type of tumors according to
CT or MRI images [8]. However, it costs much time and energy of doctors and
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experts that they need to identify the location of tumors, compare the loca-
tion and shape, make more accurate judgment and conclusion. In the beginning,
researchers adopt machine learning methods, which involve data preprocessing,
image segmentation, feature extraction, selection and classification. Before fea-
ture extraction, experts are required to select a series of features for calculation,
which can be gray value, texture features, etc. Due to too many features, feature
selection is also required. From these processes, we can see that these features
for classification are very important and these processes have great flexibility
and complexity, so it may lead to the result is not ideal, unstable and has weak
generation. These methods cannot apply to several datasets well.

2.2 Method Based on Deep Learning

Unlike machine learning, deep learning does not require manual feature extrac-
tion. The image can be directly classified without image segmentation because
most methods are end-to-end which greatly save time and energy. Deep learning
is also widely used in the medical field, from image segmentation to recognition to
classification. [11] classified diabetic retinopathy images by combining Inception-
v3, ResNet152 [9] and Inception-ResNet-v2, which achieved great results. [23]
proposed the siamese-like structure and used two pictures as input to learn their
correlation to help classify. [3] proposed an improved capsule network to classify
brain tumor types. Through a large number of experiments, deep learning has
been proved to be effective in processing medical images. However, at present,
most deep learning methods extract features through convolution operation.
Convolution operation can extract information such as edges and textures of
images, but spatial and channel information cannot be used well.

2.3 Method Based on Transfer Learning

There are still some problems in the application of deep learning to the medical
field, mainly due to the small medical datasets. Since the datasets are small, it
is probable to be overfitting when applying deep learning models. In view of the
small amount of data, researchers proposed to use transfer learning methods.
Most models are trained on big datasets such as ImageNet and use medical
datasets to fine-tune some layers of the model so that the model can better
adapt to medical datasets [21]. However, there are also some papers question
whether the effect of transferring the pre-trained model learned on ImageNet
to the medical dataset is good and experiments have proved that the use of a
smaller and simpler model can achieve comparable results as the use of pre-
trained models.

2.4 Method Based on Few-Shot Learning

Few-shot learning [15] is also applied to fulfill the task of medical image classifi-
cation. [14] proposed an AffinityNet, which used the k-Nearest-Neighbor atten-
tion pooling layer to extract abstract local features. This model based on semi-
supervised few-shot learning shows great performance on disease type prediction.
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[6] used Siamese Network, one of the classical network in few-shot learning, to
retrieve images in medical datasets. [16] applied Triplet Network, which was
improved by Siamese Network, to accomplish brain imaging modality recogni-
tion. So far, few cases use few-shot learning to solve the problem of medical
image classification and the method above mainly uses CNN to extract features
which can not find discriminative features to help classify.

3 Methodology

Fig. 1. The overview architecture of our method.

3.1 Overview

In this paper, we propose a novel method to solve the medical image classification
task. As the original convolutional block can only extract the basic information
and it focuses on the whole image, while the features of medical images are
usually much noisier and heterogeneous, we choose Prototypical Network and
improve it with the attention mechanism. With this improvement, our model
can pay more attention to the part that contributes to the classification. The
specific structure is demonstrated in Fig. 1. When the sample is mapped to
the feature space, we mainly use an embedding function f(x), which is a neural
network, and it is composed of four convolutional blocks as shown in Fig. 2. Since
the convolution operation can only extract partial edge, texture, direction and
other information, we use the attention mechanism to increase the representation
ability of the model. We add spatial and channel attention module between
the third and fourth convolutional blocks respectively to extract the spatial
and channel information of the image. Furthermore, we adopt 1× 1 convolution
kernels in the convolutional block. This convolution can greatly increase the
nonlinear characteristics and deepen the network without losing the resolution.
Next, we will introduce the basic model.
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Fig. 2. Two types of convolutional blocks used in the experiment. (a) is the classical
one which is widely used in few-shot learning models. (b) is the modified convolutional
blocks, which is added 1× 1 convolution kernel and dropout.

3.2 Prototypical Network

Prototypical Network is a classical model in few-shot learning. It was proposed
by [17] in 2017, and was mainly used to solve the problem of overfitting in few-
shot datasets. It projects the sample into the feature space, where the homo-
geneous samples are closer together and the heterogeneous samples are farther
apart. In the Prototypical Network, the prototype is obtained by calculating the
mean value of the features from the same class. In the subsequent testing pro-
cess, the distance between the test sample and each prototype is calculated to
see which prototype is close to it. The class is decided by which class the proto-
type belonging to. As in Fig. 1, we present a 5-way 1-shot condition. The input
is 5 images from 5 classes, so we do not calculate the mean of every embedding
value. When we use 5-way 5-shot, we need to calculate the mean of embedding
values as a prototype. Our method is based on the Prototypical Network and
then we will introduce the attention mechanism.

3.3 Attention Mechanism

CBAM was proposed by [22] in 2018. The main purpose is to increase the rep-
resentation ability of models through the attention mechanism. It considers the
information in channels and spatial. In the channel attention module, it can
generate a channel attention map and it mainly mines “what” is meaningful
in the input image. In the spatial attention module, it uses the information on
the relationship in feature space to explore “where” is important. Especially in
medical fields, doctors determine the type of tumor mainly from the position,
size, or color in medical images. Therefore, it is very important to explore the
spatial and channel information in medical images.

3.4 Network Architecture

The model based on metric learning includes two components, one is the embed-
ding module and the other is the classifier. The image xi from support set and
the image xj from query set are fed into the embedding module respectively and
obtain their feature maps f(xi) and f(xj). Then the feature map will be input
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Fig. 3. CBAM module

into the classifier to calculate the distance between them. The classifier in Proto-
typical Network is Euclidean distance. In prior works, four convolutional blocks
are utilized for embedding modules, which can be seen in Fig. 2(a). Every block
contains 64 filters 3× 3 convolution, batch normalization and a ReLU nonlinear-
ity layer. We also conduct experiments with the modified convolutional blocks
(Fig. 2(b)). It differs in that we add 1× 1 convolution and dropout. By adding
these two operations we can further enhance the representation of models and
the effect of dropout is to reduce the number of intermediate features and reduce
redundancy. Between convolutional blocks, there is a 2× 2 max-pooling layer.
The CBAM module is shown in Fig. 3. According to the conclusions in [22], we
choose to place the module in a sequential arrangement and put the spatial atten-
tion behind the channel attention. The two modules are both use max-pooling
and average-pooling. In channel attention module, max-pooling and average-
pooling are first adopted to generate respect features F c

max and F c
avg and then

put them into a shared network. After that, we merge the output feature vec-
tors through element-wise summation. Finally, the sigmoid function is used to
calculate the channel attention Mc in the following formula:

Mc = σ(MLP (F c
avg) + MLP (F c

max)) (1)

where σ denotes the sigmoid function, MLP is a shared network with a hidden
layer.

In spatial attention module, after max-pooling and average-pooling, we do
concatenate operation to generate feature descriptors. Then we apply a convo-
lution layer to generate a spatial attention map Ms. The whole process can be
described by the following formula:

Ms = σ(Conv([F s
avg;F

s
max])) (2)

where σ denotes the sigmoid function, Conv represents a convolution operation,
[; ] means the concatenation operation.

4 Experiments

4.1 Datasets and Preprocessing

The brain tumor dataset [1] consists of three types: meningioma, glioma and
pituitary tumor, which is shown in Fig. 4. The number of these three brain
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tumor images is 708, 1426 and 930, which is quite different, so we need to do
data augmentation. We rotate these images at 90, 180 and 270 degrees. We also
add Gaussian noise and Salt-Pepper noise to images to enhance the robustness
of the model. Finally, the amount of data can reach 2832, 2852, 2790, which
achieves the class balance generally. All images are 512× 512.

Fig. 4. (a) Meningioma, (b) Glioma, (c) Pituitary tumor. Tumors are localized inside
a red rectangle.

4.2 Experimental Settings and Training Details

In the following experiments, we adopt Adam as the optimizer for model train-
ing and the initial learning rate is 10−3. The number of training and testing
episodes per epoch is 100. The batch size is 8. The number of epochs to train
is 100. To alleviate overfitting, we also adopt dropout and the value is 0.5. The
dimensionality of hidden layers is 64.

In the few-shot learning, episode training strategy is widely used. We use 5-
way 20-shot with 20 query images for each class in the training episode. Firstly,
we sample 5 classes in the training set and then sample 20 images from these
5 classes. The 20 query image is selected from the rest images of the 5 classes.
Finally, the 5 × 20 + 5 × 20 = 200 images compose a training episode. The
training and testing conditions are the same. In our experiments, there are only
three classes, so we have to use prior knowledge to train the model. We use other
medical datasets [2] to augment the class of training set, while the dataset is not
very similar to the brain tumor dataset, then we combine 1500 images each class
in the brain tumor dataset to help fine-tune the model. We considered that if
we involve the images of novel classes at the beginning of the training, it would
make the model more suitable to solve the existing classification problem.

4.3 The Effect of Adding CBAM Module

In Sect. 3, we discuss the CBAM module can exploit the information from chan-
nel and spatial to strengthen the representation ability. In this section, we con-
duct several experiments to validate this idea. Some network architectures can be
seen in Table 1. P1 is the network that uses four convolutional blocks (Fig. 2(a))
and P2 is the network that we add a CBAM module between the third and fourth
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Table 1. The network architectures used in the experiment

Name P1 P2 P3 P4

Input Brain Tumor Dataset: 512× 512 gray-scale images

Network architecture conv3-64 conv3-64 conv3-64
conv1-128

conv3-64
conv1-128

maxpool: 2× 2

conv3-64 conv3-64 conv3-64
conv1-128

conv3-64
conv1-128

maxpool: 2× 2

conv3-64 conv3-64 conv3-64
conv1-128

conv3-64
conv1-128

conv3-64 CBAM CBAM conv3-64
conv1-128

conv3-64 conv3-64
conv1-128

Flatten

Results 83.27% 87.35% 92.44% 89.48%

convolutional blocks. From their results, we can see that P2 is better than P1
by an increased accuracy of 4%.

To further investigate the effect of CBAM, we try to add the CBAM module
between different convolutional blocks. Such as P2, CBAM is added between
the third and fourth blocks. We also try to put it in other places. Through
the experiment, we find that different locations and numbers of CBAM modules
generate different results. The results are shown in Table 2. In the experiment, it
is found that 4 convolutional blocks are more effective than 3 or 5 convolutional
blocks. Placing the CBAM module between the third and fourth convolutional
blocks (Number 2 in Table 2) is better than others. Using several CBAM modules
(Number 5 in Table 2) is no better than using a single module.

Table 2. Comparison with different placements of CBAM modules

Number Method Accuracy

1 3 CNN 12 CBAM 62.24%

2 4 CNN 34 CBAM 87.35%

3 4 CNN 23 CBAM 77.06%

4 4 CNN 12 CBAM 70.40%

5 4 CNN 2CBAM 79.26%

6 5 CNN 45 CBAM 68.73%

Different convolutional blocks convey different information, the lower convo-
lutional blocks extract low-level features, the upper extract high-level features.
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And the closer to the lower layer, the vaguer the information CBAM extracts,
the less contribution to the classification task. The higher convolutional blocks,
especially the third and fourth convolutional block, extract more specific and use-
ful information. And these convolutional blocks contribute more to classification
tasks. Therefore, the CBAM module placed between the last two convolutional
blocks performs best. The information extracted using three convolutional blocks
cannot accomplish classification, so it is the least effective. The above experi-
ments also show that different placements are very important for the results.

4.4 The Effect of Adding 1× 1 Convolution Kernel

In this part, we conduct a series of experiments to validate the effect of adding
1× 1 convolutions. In Table 1, P3 and P4 are used to compare the effectiveness.
When we compare P1 with P4, we can find that adding 1× 1 convolution is
definitely effective and it performs better than P2. We use 1× 1 convolution and
it can increase nonlinear characteristics without losing resolution. It can also
reduce dimension and increase dimension. In P3 and P4, we change the number
of output channels to strengthen the information interaction between channels.

So we add both CBAM and 1× 1 convolution into the model which is shown
as P3. Figure 5(a) is the confusion matrix of P2 and Fig. 5(b) is the confusion
matrix of P3. During the test process, we use 3240 images. From the confusion

Fig. 5. Two types of convolutional blocks used in the experiment. (a) is the classical
one which is widely used in few-shot learning. (b) is the modified convolutional blocks,
which is added 1× 1 convolution kernel and dropout.

Table 3. Classification performance of the proposed method on brain tumor dataset.
The values in parentheses are the results of adding the 1× 1 convolution kernel and
CBAM module. The values outside parentheses are the results of adding CBAM
module.

Type Accuracy Precision Recall F1-score

Meningioma 0.90(0.95) 0.87(0.96) 0.90(0.95) 0.89(0.95)

Glioma 0.86(0.93) 0.87(0.91) 0.86(0.93) 0.87(0.92)

Pituitary tumor 0.86(0.89) 0.87(0.90) 0.86(0.89) 0.87(0.90)
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matrixes, we can easily calculate the accuracy, precision, recall and f1-score,
which is list in Table 3. From the table, we can see that the effect of the model
is greatly improved after the addition of 1× 1 convolution, thus further demon-
strating that information interaction between channels is very useful for image
classification.

4.5 Comparison of Different Methods

In the experiment, we compare the transfer learning method with our method.
We use AlexNet, VGG16, ResNet101 [9] and DenseNet169 [10] pre-trained mod-
els which are modified with the last classification layer.

The results are presented in Table 4. We use the Prototypical Network to
train and test on the brain tumor dataset and achieve the accuracy of 92.44%.
The experimental results show that compared to models with pre-trained, our
method has obvious advantages. The parameters of the pre-trained models are
usually trained on the ImageNet dataset, while the natural images on ImageNet
are quite different from the medical images, which often lead to unsatisfactory
results. The performance of Dual Path Network [4] which combines ResNeXt
and DenseNet is also not good and we find that when the embedding module
is modified to ResNet, DenseNet or other deeper networks, the results are not
ideal, which may be caused by the characteristics of the medical image itself.
Therefore, our method performs better than these deeper networks.

Table 4. Results on brain tumor dataset

Method Accuracy

AlexNet 79.80%

VGG16 82.08%

ResNet101 82.57%

DenseNet169 83.06%

Dual Path Network 82.74%

Our method 92.44%

5 Conclusion

In this paper, we adopt the few-shot learning model to solve the problem of medi-
cal image classification. We concretely choose Prototypical Network because this
approach is far simpler and more efficient than other meta-learning approaches.
We improve it and add a CBAM module based on the attention mechanism and
1× 1 convolution kernel into the embedding module, which greatly strengthens
the presentation ability of the model. We perform several comparative experi-
ments on the brain tumor dataset. The results prove that these combinations are
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applicable to the classification of medical images. As the interpretability of mod-
els and results is very important, in future studies, we will continue to explore
the interpretability of the model to explain why different positions of CBAM
have different effects on the final results. In our method, we use Euclidean dis-
tance to calculate the distance between the prototype and query image and we
will try other distance measures for further study.
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