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Abstract: Longitudinal studies play an important role in scientific researches. The defining characteristic of the longitudinal 

studies is that observations are collected from each subject repeatedly over time, or under different conditions. Missing values 

are common in longitudinal studies. The presence of missing values is always a fundamental challenge since it produces 

potential bias, even in well controlled conditions. Three different missing data mechanisms are defined; missing completely at 

random (MCAR), missing at random (MAR) and missing not at random (MNAR). Several imputation methods have been 

developed in literature to handle missing values in longitudinal data. The most commonly used imputation methods include 

complete case analysis (CCA), mean imputation (Mean), last observation carried forward (LOCF), hot deck (HOT), regression 

imputation (Regress), K-nearest neighbor (KNN), The expectation maximization (EM) algorithm, and multiple imputation 

(MI). In this article, a comparative study is conducted to investigate the efficiency of these eight imputation methods under 

different missing data mechanisms. The comparison is conducted through simulation study. It is concluded that the MI method 

is the most effective method as it has the least standard errors. The EM algorithm has the largest relative bias. The different 

methods are also compared via real data application. 

Keywords: Dropout Missing, Longitudinal Data, Missing Data, Multiple Imputations, Single Imputation 

 

1. Introduction 

Longitudinal studies become an increasingly common 

research area especially in the field of public health and 

medical sciences. Such studies are designed to investigate 

changes in a specific variable, which is measured repeatedly 

either at different times or under different conditions. Missing 

values are common in longitudinal studies because some 

individuals may miss a planned visit. There are many possible 

causes leading to missing values including failure of 

measurement, accidents, errors resulted from collecting or 

entering data, refusal to continue, or other administrative 

reasons. Whenever there are missing values, there is loss of 

information, which causes reduction in efficiency. Also, under 

certain circumstances, missing data can introduce bias and 

thereby lead to misleading inferences about the parameters. 

Missing data can be classified, based on the occurrence in 

time, into two patterns: intermittent pattern and dropout 

pattern. The intermittent missingness, also termed as non-

monotone, means missing values due to occasionally 

omission, with observed values afterwards. The dropout 

pattern, also termed monotone, where missing values due to 

premature withdrawal, with no observed values afterwards 

(Gad and Ahmed [8]). 

Methods that handle missing values depend upon the 

mechanism of missingness. Missing data mechanism refers to 

the underlying process of generating missing data. Rubin 

[21] introduced three missing data mechanisms: missing 

completely at random, missing at random and missing not at 

random. The mechanism is missing completely at random 

(MCAR) if the missingness is not related to any observed or 

unobserved responses. The mechanism is missing at random 

(MAR) if the missingness is independent of the unobserved 

data conditional on observed responses, whereas the 

mechanism is missing not at random (MNAR) if the 

missingness depends on unobserved as well as some 

observed responses. 
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Several statistical approaches have been applied to the 

analysis of longitudinal data with missing values. These 

approaches should be selected based on the amount of 

missingness and the missingness mechanism. Some statistical 

methods are valid only under certain situations with specified 

missing rates. In other words, there is no unique best method 

available for all situations. Little and Rubin [12] reviewed 

many traditional approaches for dealing with missing data 

and concluded that these methods are only appropriate under 

the strong assumption of MCAR mechanism. However, in 

practice the MAR mechanism is much more common than 

the MCAR mechanism. When the size of the dataset is large 

enough, analysis can be conducted using deletion methods 

such as the complete case analysis (CCA) method. The CCA 

can be used for any statistical analysis and does not need 

special computations since it is a default method in most 

statistical computer packages. However, ignoring missing 

values even in this situation leads to loss of information and 

reduction of statistical power, which may result in incorrect 

statistical inference. 

Imputation methods are considered as alternatives to the 

deletion methods. The term imputation means replacing 

missing values by other observed values or estimated values 

(Rubin [21]). However, even when an imputed value is closer 

to an ideal predicted observation; it is still considered as 

imputed data, not real data. The rule of thumb suggests that 

20% or less of missing data is acceptable rate to use 

imputation methods (Little and Rubin [12]). The imputation 

techniques can be classified according to the number of 

imputed values as single imputation (SI) and multiple 

imputations (MI) methods. In SI techniques each missing 

observation is replaced by a single value. In MI techniques 

each missing value is substituted by two or more acceptable 

values to account for the uncertainty inherent in the 

imputation process (Rubin [21]). 

Many simulation studies have been conducted in literature 

to evaluate the efficiency of different imputation methods, 

see for example Engels and Diehr [6], Mishra and Khare 

[14], Nakai [16], Nakia and Ke [18], Nakai et al. [17] and 

Zhu [28]. 

The main purpose of this article is to compare the 

performance of eight imputation methods. This is 

accomplished by a simulation study using different 

missingness mechanisms (MCAR, MAR, and MNAR) with 

various missingness rates. For simplicity, and without loss of 

generality, a monotone pattern of missing data is assumed. 

The performance of imputation methods is evaluated using 

two criteria; the relative bias (RB) and the mean squared 

error (MSE). The rest of the article is organized as follows. In 

Section 2, the basic notations are described. In Section 3, 

different imputation approaches of handling missing data are 

reviewed. In Section 4, a simulation study is presented to 

compare the eight imputation methods. In Section 5, the 

selected imputation methods are applied to a data set 

concerning quality of life among breast cancer patients in a 

clinical trial controlled by the International Breast Cancer 

Study Group. Finally, Section 6 is devoted to conclusions and 

discussions. 

2. Notation 

For a longitudinal dataset with balanced design all subjects 

have complete measurements and are measured on the same 

time points. The main interest is on the relationship between 

the response variable and some covariates. Unbalanced 

longitudinal data are possible when some values are 

intermittently missing or drop out from the data. The 

repeated measures are potentially observed on the 
thi  subject 

at 
thj  time points ( )1, , ; 1, ,ij it i m j n= =… …

 
and the total 

number of observations is N= .
m

i

i

n∑
 

ijY  represent the 

repeated response variables of subject ,i  and 

( )1 , ,ij ij ijpX X X= …  are covariates or explanatory variables. 

The ijy  denotes the value of the variable ijY  and ijkx  denotes 

the value of ijkX  recorded at time 

( )1, ; 1, , ; 1, , .ij it i m j n k p= = =… … …  The ( )1,
i

T

i i inY y y= …  

is a vector of values for the repeated measures and 

i
i ijk n p

X x
×

 =    is a matrix of values of time-varying or time-

independent covariates on the 
thi  subject. 

3. Imputation Methods 

Imputation methods are used to compensate for the unit 

with missing values. Imputation methods become important 

in statistical analysis of incomplete data. Some methods use 

only information that belongs to the subject whose data were 

missing, while some used the values of other subjects. 

Imputation methods are classified based on the number of 

imputed values in place of missing values into single or 

multiple imputations. In single imputation, each missing 

value is imputed with a single value while in multiple each 

missing value is substituted with multiple values producing 

several different complete datasets. The eight imputation 

methods are reviewed in this section. 

3.1. The Complete Case Analysis Method (CCA) 

The CCA is easy and straightforward technique to handle 

missing data. This method excludes all subjects, in the 

dataset, with one or more missing values at any measurement 

occasion. Only cases having complete observations are 

considered. The CCA method can be used for any type of 

statistical analysis and does not need special computations 

since it is the default method in most statistical computer 

packages. 

If the missing data mechanism is MCAR, the remaining 

sample of subjects can be considered as a random sample 

from the original sample. This implies that, for any parameter 

of interest, if the estimates would be unbiased for the full 

dataset without missing data, they will also be unbiased for 
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the complete case dataset (Nakai [15]). When the missing 

data mechanism is not MCAR, the results from the CCA 

method may be biased because the complete cases become 

unrepresentative to the full population (Nakai et al. [17]). 

Therefore, when the data is MCAR and only a small 

proportion of units are excluded, this method can be a 

sensible choice. 

3.2. The Mean Substitution Method (MS) 

Based on mean imputation method, the mean of the variable 

is considered the best estimate of any subject who has missing 

value for that variable. The mean value of non-missing 

observations is used to fill in missing values for all observations. 

Although mean substitution maintains the same sample size 

from reduction, it has some challenges. When data contains 

fairly large missingness rate, the mean imputation method can 

distort the distribution of the variable because the possible 

extreme values are shifted to the middle of the distribution 

which may complicate the analysis and results in 

underestimation of the variance which may cause large kurtosis 

(Little and Rubin [12]). The covariance also is underestimated 

because the mean imputation for the missing subjects has zero 

variance. In addition, this imputation method similar to the 

CCA; it requires MCAR assumption to obtain unbiased and 

efficient estimates but this assumption is very restrictive. 

3.3. The Last Observation Carried Forward Method 

(LOCF) 

The LOCF method is a very common approach for 

handling missing data especially in dropout missingness 

(Saha and Jones [22]). This method imputes the unobserved 

value by the last observed value for the same subject. For 

dropout missingness, it is assumed that the last observed 

value is carried forward to the end of the study. This implies 

that the last observation remains the same after dropout. The 

LOCF can also be applied to longitudinal data where the 

subjects are observed at several occasions, and some subjects 

are lost-to-follow up or have intermittent missing values. 

This situation could be considered as unrealistic in many 

settings. The LOCF method tends to underestimate the true 

variability of the data. 

It is shown that LOCF method does not give valid analyses 

if the missingness mechanism is not MCAR (Lane [11]). 

However, it creates bias even if the strong MCAR 

assumption is satisfied. The LOCF can give satisfactory 

results, if the observations in the dataset are approximately 

close to each other. When the measurements occasions are 

short to some extent, this ensures the effectiveness of the 

LOCF method. 

3.4. The Hot Deck (HOT) Method 

This method proposed by Madow et al. [13] in which any 

missing value of unit is replaced by a similar responding unit 

in the same sample. The responding unit is chosen randomly 

or selected on the basis of similarity criteria. In the case of 

more than one similar subject to the subject which contain 

the missing values in the sample, the most similar subject is 

selected and replace the missing values from his or her 

measurements. Also, in this method the missing value may 

be filled based on the correlation among the variable 

containing missing data and the other variables which has no 

missing. 

This method performs well when the variable used to sort 

the data is highly predictive of the variable with the missing 

values and when there is a large sample to ensure easily 

identifying a similar case (Streiner [25]). The hot deck 

method does not distort the distribution of the sampled values 

besides the conceptual simplicity of applying it. In addition, 

using a similarity criterion is a realistic matter and preserves 

some of the measurement error that would likely be found if 

the value had been completed by the respondent. Based on 

the hot deck method, the standard deviation of the variable 

with the inserted values is a better approximate to the 

standard deviation value for the variable without the 

substituted values. However, standard deviations are still 

likely to be lower (Streiner [25]). It has some cautions like 

distorting of both correlations and covariance because the 

missing values are replaced with values that already exist in 

the distribution of scores. The smaller standard errors lead to 

greater likelihood of a Type I error (Nakai and Ke [18]). 

3.5. The K-Nearest Neighbors (KNN) Method 

According to the KNN method, each imputed value is 

selected from the respondent who is the nearest to the subject 

with missing value based on the distance between them. The 

distance is computed using the information from the observed 

data. The KNN imputation method is appropriate only when the 

missingness mechanism is MCAR. If MCAR assumption is 

violated, this leads to biased results. Also, Rancourt et al. [20] 

stated that the mean estimates are unbiased using the KNN 

assuming the ignorable missingness mechanism. This method 

has some nice features (Chen and Shao [3]). First, it is a hot 

deck method in the sense that donors are substituted by a value 

from the same variable for a respondent of the same sample. The 

imputed values are actually occurring values, and they may not 

be perfect substitutes, but are unlikely to be nonsensical values. 

Second, the KNN method may be more efficient than the mean 

imputation method, since it makes use of auxiliary information 

provided by the x − values and it is a nonrandom imputation 

method. However, it does not use an explicit model relating y  

and x , hence, it is expected to be more robust against model 

violations than other methods which are based on explicit 

models. Finally, the KNN method provides asymptotically valid 

distribution. Rancourt et al [20] stated that the KNN imputation 

yields normally point estimates with small or negligible bias, 

assuming that a linear relationship exists between the variable of 

interest y  and the concomitant variable x  used for nearest 

neighbor identified. But this claim was not supported by any 

theoretical result in general. 

3.6. The Regression Imputation (Regress) Method 

Regression imputation method is sometimes identified as a 
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conditional mean imputation. The basic idea behind regression 

method is identifying several predictors for the variable with 

missing values using a correlation matrix. The best predictors 

(the highest correlations) are selected and used as independent 

variables in a regression equation. The variable with missing 

data is used as a dependent variable. This variable is regressed 

on all other variables to produce a regression equation on the 

basis of the subjects with complete data for the predictor 

variables. The regression equation is then used to replace 

missing values for incomplete subjects with the predicted values. 

In an iterative process, the values for the missing variable are 

inserted and then all subjects are used to predict the dependent 

variable. These steps are repeated until there is little difference 

between the predicted values from one step to the next, that is, 

they converge. The predictors from the last round are the ones 

which are used to replace the missing values (Saunders et al. 

[23]). Regression assigns the subject’s predicted value to the 

missing value but subjects with the same covariates will exactly 

have the same imputed value (Engel and Diehr [6]). 

This method can yield consistent estimates for the mean 

under normality and MCAR assumption for the missing 

mechanism but, the sample covariance is underestimated 

(Little and Rubin [12]). Also, Allison [1] pointed out that 

regression parameter estimates based on regression 

imputation under MCAR are relatively unbiased in large 

samples. However, it has two problems stemming from the 

fact that the imputed values were perfectly predicted from 

other variables, they tend to fit a regression line together too 

well. First, they do not reflect the random error or variance 

so, the variance of the imputed value of the data set is 

underestimated which lead to small standard errors and p-

values at the time of analysis. Second, the correlations with 

the imputed variables are overestimated because the 

underestimated variance of the imputed variable is in the 

denominator of the correlation formula (Allison [1]). 

3.7. The Expectation Maximization (EM) Algorithm 

The EM algorithm is introduced by Dempster et al. [4] and 

implemented for many missing data problems. It is an 

iterative algorithm that finds the parameters which maximize 

the log-likelihood function when there are missing values in 

the dataset. The EM algorithm is carried out through two 

steps: the expectation step (E-step) and the maximization step 

(M-step). Given the current parameter estimates, the E-step 

calculates the conditional expectation of the complete data 

log-likelihood given the observed data and the current set of 

parameter estimates. The E-Step can be expressed 

symbolically (Nakai [15]) as follows: 

( ) ( )ˆ ˆ| | | ,obsQ E g Y Yθ θ θ θ θ = =   

( ) ( )ˆ| | ,mis obs misg Y f Y Y dYθ θ θ= =∫  

where ��  is an estimate for θ  and ( )|g Yθ  is the complete 

data log-likelihood. 

Given the complete data log-likelihood, the M-step finds 

the parameter estimates that maximize the complete data log-

likelihood produced from the E-step to obtain updated 

parameter estimates. The M- step can be expressed (Nakai 

[15]) as follows: 

( ) ( )1 ˆ ˆ| |tQ Qθ θ θ θ+ ≥  for all θ  

The iteration between M-steps and E-steps are continued 

until some convergence is met, that is until values that are re-

estimated by the second step approximate the previous 

estimated values. Many advantages have been reported to the 

EM algorithm. First, the observed data likelihood increases at 

every step. Second, the EM algorithm is preferred to 

regression imputation because the estimated parameter values 

that maximize the observed data log-likelihood function are 

consistent, efficient under MAR condition and tend to be 

approximately unbiased in large samples and normally 

distributed (Fichman and Cummings [7]). Third, the obtained 

variances are close to what is theoretically desirable (Dragset 

[5]). However, the convergence of the iterations can be very 

slow in case of large fractions of missing data (Nakai and Ke 

[18]). 

3.8. The Multiple Imputation (MI) Method 

Multiple imputations method is considered as a 

continuation to single imputation method from the 

conditional distribution. The MI approach involves imputing 

each missing value by two or more acceptable values to 

produce several different complete datasets. Then each 

dataset is analyzed to produce different parameter estimates. 

The sets of parameter estimates from each imputation are 

then combined using a special rule (maybe by taking the 

average) to give an overall (single) estimate of the complete 

data parameters as well as reasonable estimates of standard 

errors that incorporate the variability in results between the 

imputed datasets. 

A key feature of the MI method is that the uncertainty 

about the parameters in the imputation model is taken into 

account when imputing the unobserved values. In addition, 

the imputation phase of the MI is operationally distinct from 

subsequent analysis. Applying the MI typically results in 

effective estimates that are less biased compared with the 

estimates obtained from single imputation methods. Also, the 

MI provides more correct standard errors, P-values, and 

confidence intervals as opposed to single imputation 

methods, which gives too small standard errors (Van der 

Heijden et al. [27]). It is also efficient, even if the number of 

imputations is relatively small and when between-imputation 

variance is not too large (Nakai and Ke [18]). However there 

are some disadvantages of the MI method. First, since some 

values are imputed into the missing value, missing value 

individuals are allowed to have varying probability thus 

individual variation is ignored. Second, the uncertainty 

inherent in missing values is ignored because the analysis 

doesn’t distinguish between the observed and imputed 

values. Third, the MI procedure takes more work both to 

create the imputations and to analyze the results. For 
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example, imputing 5 to 10 datasets cost time, cause 

computational difficulty, and need testing models for each 

data set separately (Shieh [24]) Fourth, the MI does not 

satisfy normality test in most situations (Nakai [16]). Finally, 

although each of the imputations used in the MI procedure 

based on regression parameters from the observed data and it 

is assumed that these regression imputation parameters are 

the true population parameters, but in fact they are only 

sample estimates from a sample distribution. Therefore, 

when multiple imputation methods are implemented, it is 

preferable to use new parameters drawn randomly for each 

imputation from a Bayesian posterior distribution of 

regression imputation parameters rather than using the 

sample regression parameters for each imputation (Newman 

[10]). 

4. Simulation Study 

4.1. Simulation Setting 

The aim of this simulation is to evaluate the behavior of 

eight imputation methods under the three missing data 

mechanisms. It is based on a dataset for  subjects with five 

measurement times. The sample size ,n is chosen to range 

from small to large. We consider the sample sizes 

10, 50,n n= =  and � = 100  to represent small, moderate 

and, large sample sizes respectively. It is assumed that there 

are two covariates; the time “TIME” and the treatment group 

“Grp”. Hence the data are simulated according to the 

following model 

0 1 2ij j i ijy Time Grpβ β β ε= + + +  

where jTime  was coded 0, 1, 2, 3, 4 for the five time points, 

and 
i

Grp is a dummy variable takes the value 0 for placebo 

group and value 1 for treatment group. The simple linear 

regression model for the mean profiles of the repeated 

measurements ( ) =0,1, 2,3, 4ij jy jµΕ = ，  is used. The 

variance-covariance structure is assumed as first-order 

autoregressive AR (1). The parameters are fixed at

0 1 2
1, 0.25, 1andβ β β= =  = − . The '

i
sε  were generated 

from a multivariate normal with zero mean and 
2( ) 1.ijV ε σ= =  The mean response is 

( ) 0 1 2ij j iy Time Grpβ β βΕ = + +  and the (co) variance for 

time points j and j′ equals
2 ,

j jσ ρ ′−
 for 0ρ ≥  and

2σ is the 

error variance. The data are simulated to satisfy the 

multivariate normal distribution and the correlations between 

two variables ijY  and ijY ′ . The correlation coefficient is 

assumed as � = 0.5. The AR (1) structure is 

2 3 4

2 3

2 2 2

3 2

4 3 2

1

1

1

1

1

ρ ρ ρ ρ
ρ ρ ρ ρ

σ ρ ρ ρ ρ
ρ ρ ρ ρ
ρ ρ ρ ρ

 
 
 
 
 
 
 
 

 

In general, generating each dataset is based on the 

following assumption: 

1. The measurement at the first time point ( )1t =  is fully 

observed, 

2. The missingness data mechanism are MCAR, MAR and 

MNAR, 

3. The missingness pattern is monotone, and 

4. The number of replications is fixed at 5000. 

The comparison between methods depends on two 

measures; the Relative Bias (RB) and Mean Square Error 

(MSE). 

The GLS method is used for estimating the unknown 

parameters in the linear regression model. The parameter 

estimates have been obtained for the selected imputation 

methods: the CCA, the Mean, the LOCF, the HOT, the RM, 

the KNN, the EM, and MI methods. 

For the MCAR situation, the data are simulated with dropout 

rates of 0%, 25%, 50%, 75%, and 87.5% at time points 0, 1, 2, 

3, 4 respectively. If subject is missing at a given time point, then 

it is considered missing at all latter time points. These rates 

indicate the percentages of the original sample that are missing 

at each time point. For the MAR setting, if the value of the 

dependent variable is greater than the third quartile of the 

observations, then the subject is dropped out at the next time 

point. For MNAR setting, after the first time point, if the value 

of the dependent variable is greater than the third quartile of the 

observations, then the subject is dropout at that time point and 

all subsequent time points. 

4.2. Simulation Results 

The simulation results are presented in Table 1 to Table 9. 

The MSE results are not presented for the sake of parsimony, 

but their qualitative conclusions are discussed. It is noted, for 

all methods, that the relative bias has a negative relation with 

the sample size. The behavior of the different methods is 

discussed below. 

Table 1. The RB% and the MSE of the estimates under MCAR missingness at 0%, 25%, 50%, 75%, and 87.5% missingness rates with n=10. 

 CCA Mean LOCF HOT RM KNN EM MI 

Par. Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB 

0
β  

0.99 0.1 1.02 2.7 1.01 1.9 0.78 21.6 0.99 0.0 1.00 0.9 0.90 9.4 0.97 2.9 

1
β  0.24 1.2 0.08 66 0.10 56.7 0.22 11.5 0.24 1.3 0.16 32.6 0.13 44.7 0.19 21.3 

2
β  -0.98 -1.0 -0.99 -0.7 -0.99 -0.9 -0.53 -46.4 -0.98 -1.1 -0.95 -4.7 -0.62 -37.4 -0.86 -13.2 

2σ  1.01 1.1 0.98 1.4 1.06 6.5 0.96 3.5 0.51 48.6 0.55 44.9 1.24 24.9 0.88 11.2 

ρ  0.47 5.4 0.71 43.4 0.73 47.6 0.27 44.7 0.50 1.7 0.54 8.5 0.10 78.3 0.22 55.1 

n
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Table 2. The RB% and the MSE of the estimates under MCAR missingness at 0%, 25%, 50%, 75%, and 87.5% missingness rates with n=50. 

Method CCA Mean LOCF HOT RM KNN EM MI 

Par. Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB 

0
β  

1.00 0.3 1.02 2.7 1.02 0.2 0.93 6.3 1.00 0.3 1.01 1.1 0.87 12.9 1.00 0.3 

1
β  

0.24 0.3 0.08 65.9 0.10 56.2 0.24 2.7 0.24 0.4 0.22 8.6 0.12 50.2 0.24 3.9 

2
β  

-1.00 -0.1 -1.00 0.0 -1.00 0.0 -0.86 -13.4 -1.00 -0.1 -0.99 -0.1 -0.57 -42.6 -0.98 -1.4 

2σ  1.00 0.2 0.98 1.1 1.06 6.2 1.01 1.5 0.55 44.9 0.58 41.3 1.26 26.8 0.96 3.1 

ρ  0.49 0.8 0.74 48.3 0.75 0.1 0.35 29.7 0.55 11.9 0.55 10.3 0.15 68.0 0.19 60.4 

Table 3. The RB% and the MSE of the estimates under MCAR missingness at 0%, 25%, 50%, 75%, and 87.5% missingness rates with n=100. 

Methods CCA Mean LOCF HOT RM KNN EM MI 

Par. Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB 

0
β  

1.00 0.1 1.02 2.6 1.01 1.9 0.97 2.9 1.00 0.1 1.00 0.6 0.84 15.1 1.00 0.2 

1
β  

0.24 0.2 0.08 65.9 0.10 56.2 0.24 1.1 0.24 0.2 0.24 3.3 0.13 47.5 0.24 1.7 

2
β  

0.99 0.1 1.00 0.1 1.00 0.1 0.93 6.3 0.99 0.1 1.00 0.2 0.52 47.2 0.99 0.5 

2σ  0.99 0.1 0.98 1.5 1.05 5.8 1.00 0.6 0.55 44.7 0.58 41.1 1.24 24.8 0.98 1.9 

ρ  0.49 0.6 0.74 48.9 0.76 52.1 0.35 28.7 0.56 12.8 0.53 7.1 0.17 65.7 0.19 61.7 

 

The Tables 1-3 show that for all sample sizes both the CCA 

and the RM methods subdue the other methods in performance 

for MCAR setting. So, they get the best estimates and the 

smallest RB and MSE. It is noted that as the sample size 

increases, the value of both the RB and the MSE decrease for 

most imputation methods. Both the CCA and the Regress 

methods predict the missing values very well. They can be 

used for small samples with small rate of missing values. 

Moreover they can be applied to large samples with small 

percentage of missingness. The MI provides efficient estimates 

especially for large samples irrespective of underestimating of 

the variance. The HOT method greatly responds to the increase 

in the sample size. The Mean, the LOCF, and the KNN 

methods give reasonable results except in the coefficient of the 

time covariate (
�). The correlation between each time interval 

and the adjacent one affects the performance of these methods. 

Concerning the EM, it is obvious that it could not predict the 

missing values. 

Table 4. The RB% and the MSE of the estimates under MAR missingness at 0%, 25%, 50%, 75%, and 87.5% missingness rates with n=10. 

Method CCA Mean LOCF HOT RM KNN EM MI 

Par. Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB 

0
β  

0.94 5.3 1.04 4.6 0.99 0.8 0.80 19.7 0.93 6.1 0.96 3.2 0.85 14.6 0.91 8.5 

1
β  

0.47 89.5 0.27 10.6 0.38 54.9 0.37 51.2 0.39 56.2 0.33 32.1 0.28 13.7 0.36 46.9 

2
β  

1.00 0.0 1.00 0.7 1.00 0.4 0.75 24.8 0.99 0.1 0.99 0.9 0.66 33.5 0.94 5.7 

2σ  1.05 5.6 0.94 5.9 0.91 8.7 1.01 1.4 0.69 30.0 0.72 27.4 1.34 34.8 0.87 12.1 

ρ  0.56 12.6 0.54 9.8 0.66 33.4 0.36 26.6 0.51 3.9 0.48 2.5 0.21 56.0 0.30 38.6 

Table 5. The RB% and the MSE of the estimates under MAR missingness at 0%, 25%, 50%, 75%, and 87.5% missingness rates with n=50. 

Method CCA Mean LOCF HOT RM KNN EM MI 

Par. Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB 

0
β  

0.94 5.0 1.03 3.2 0.98 1.9 0.87 12.4 0.93 6.8 0.91 8.1 0.88 11.3 0.90 9.4 

1
β  

0.45 83.8 0.27 10.3 0.38 55.1 0.39 59.3 0.37 51.1 0.38 53.3 0.25 3.2 0.38 53.9 

2
β  

0.99 0.3 0.99 0.3 0.99 0.4 0.94 5.8 0.99 0.3 0.99 0.2 0.73 26.1 1.00 0.6 

2σ  1.02 2.9 0.94 5.9 0.90 9.0 0.97 2.9 0.72 27.5 0.74 25.4 1.24 24.5 0.95 4.7 

ρ  0.58 16.2 0.56 13.4 0.68 36.9 0.41 16.9 0.53 6.4 0.51 2.6 0.24 50.7 0.32 35.8 

Table 6. The RB% and the MSE of the estimates under MAR missingness at 0%, 25%, 50%, 75%, and 87.5% missingness rates with n=100. 

 CCA Mean LOCF HOT RM KNN EM MI 

Par. Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB 

0
β  

0.94 5.4 1.03 3.7 0.98 1.3 0.89 10.6 0.93 6.1 0.91 8.9 0.90 9.3 0.90 9.2 

1
β  

0.45 82.8 0.27 10.1 0.38 54.9 0.40 60.1 0.37 50.2 0.40 60.1 0.25 0.3 0.38 55.2 

2
β  

-0.99 0.0 -0.99 0.1 -0.99 0.1 -0.97 2.6 -1.00 0.0 -1.00 0.0 -0.76 23.6 -1.01 1.3 

2σ  1.02 2.3 1.28 2.3 0.90 9.3 0.95 4.2 0.72 27.4 0.74 25.1 1.22 22.5 0.95 4.2 

ρ  0.58 16.8 0.56 13.9 0.68 37.4 0.42 15.4 0.53 7.0 0.51 3.0 0.25 50.0 0.32 17.4 
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According to Tables 4 – 6 the Mean method is superior to 

other methods for all sample sizes. It is recommended to use 

the Mean imputation for small sample sizes under the MAR 

setting. The CCA method indicates also good performance 

but it does not provide a good estimate for
1
.β  It is preferable 

to use the CCA with MCAR setting rather than the MAR 

mechanism. All other methods except the Mean and the EM 

methods sustain from large RB for 1
ˆ .β

 
The RM, the KNN, 

and the EM have a bad estimate for the variance. The LOCF, 

the HOT, the EM, and the MI methods underestimate the 

value of .ρ  The EM method performs well in the MAR 

mechanism rather than the MCAR mechanism. 

Table 7. The RB% and the MSE of the estimates under MNAR missingness at 0%, 25%, 50%, 75%, and 87.5% missingness rates with n=10. 

 CCA Mean LOCF HOT RM KNN EM MI 

Par. Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB 

0
β  

0.93 6.6 1.01 1.9 0.97 2.4 0.84 15.5 0.92 7.6 0.95 4.8 0.82 17.3 0.91 8.9 

1
β  

0.24 1.4 0.06 73.3 0.14 40.1 0.15 37.9 0.22 11.9 0.14 43.4 0.14 43.4 0.19 21.8 

2
β  

-0.83 16.1 -0.82 17.7 -0.83 16.8 -0.48 51.5 -0.80 19.8 -0.75 24.6 -0.50 49.5 -0.74 25.7 

2σ  0.80 19.4 0.68 31.1 0.74 25.2 0.71 28.1 0.48 51.7 0.50 49.3 0.94 5.6 0.68 31.6 

ρ  0.50 1.2 0.64 28.6 0.75 50.5 0.29 40.2 0.51 2.7 0.52 5.2 0.22 55.1 0.27 45.1 

Table 8. The RB% and the MSE of the estimates under MNAR missingness at 0%, 25%, 50%, 75%, and 87.5% missingness rates with n=50. 

 CCA Mean LOCF HOT RM KNN EM MI 

Par. Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB 

0
β  

1.12 12.7 1.14 14.8 1.12 12.7 0.97 2.9 1.13 13.9 1.14 14.2 0.95 4.2 1.06 6.1 

1
β  

0.09 62.4 0.02 91.7 0.06 72.9 0.03 84.8 0.03 85.1 0.02 90.5 0.06 72.3 0.04 81.2 

2
β  

-0.98 1.7 -0.97 2.5 -0.97 2.9 -0.69 30.8 -0.97 2.4 -0.96 3.4 -0.60 39.2 -0.83 16.5 

2σ  0.96 3.4 0.81 18.8 0.90 9.6 0.78 21.4 0.56 43.9 0.57 42.5 1.12 12.2 0.85 14.5 

ρ  0.62 25.2 0.76 53.9 0.80 60.3 0.45 8.4 0.65 30.5 0.68 36.1 0.29 40.3 0.36 26.4 

Table 9. The RB% and the MSE of the estimates under MNAR missingness at 0%, 25%, 50%, 75%, and 87.5% missingness rates with n=100. 

 CCA Mean LOCF HOT RM KNN EM MI 

Par. Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB Est. RB 

0
β  

0.99 0.1 1.07 7.5 1.04 4.0 0.88 11.5 1.01 1.8 1.00 0.1 0.84 15.9 1.02 2.1 

1
β  

0.10 57.6 0.02 91.7 0.09 63.6 0.02 91.3 0.07 70.8 0.05 77.6 0.07 70.2 0.02 88.6 

2
β  

-0.91 8.2 -0.97 2.4 -0.98 1.6 -0.53 46.7 -0.92 7.5 -0.88 11.4 -0.55 44.7 -0.85 14.5 

2σ  0.91 8.3 0.80 19.1 0.92 7.1 0.89 10.7 0.55 44.4 0.57 42.4 1.17 17.3 0.82 17.1 

ρ  0.45 9.7 0.63 26.1 0.70 41.1 0.22 55.2 0.41 16.7 0.43 12.9 0.19 60.0 0.18 63.5 

 

Tables 7 - 9 show the results of the MNAR mechanism, in 

which the estimates are different from the underlying values. 

It is obvious that the results are impacted by the choice of the 

missingness mechanism because the methods that performed 

well in the MCAR and the MAR setting worsen in the 

MNAR mechanism. 

5. Application (Breast Cancer Data) 

Breast cancer data concerns with quality of life among 

breast cancer patients in a clinical trial taken by the 

International Breast Cancer Study Group (IBCSG). In the 

IBCSG trial VI (Hurny et al. 1992) premenopausal women 

with breast cancer are followed for traditional outcomes such 

as relapse, death and also focused on quality of life. The 

Patients were chosen at random to represent four groups 

under four different chemotherapy regimes denoted by A, B, 

C and D. It is intended to compare the quality of life among 

the four different treatments. 

The patients were asked to complete quality of life 

questionnaires at baseline (before starting treatment) and at 

three months intervals for 15 months. Hence, each 

questionnaire should be filled out six times. It is planned that 

the six time points cover the time during the administration 

of chemotherapy across all the four treatments. One of the 

relevant determinants of quality of life was the Perceived 

Adjustment to Chronic Illness Scale (PACIS). This is a one-

item scale comprising a global patient rating of the amount of 

effort costs to cope with illness. The PACIS measured the 

response of the patients in different groups. The total number 

of patients who start the study is 446 patients. The patients 

with missing response at the first assessment (64 cases) are 

excluded from the analysis, leaving 382 patients. The patients 

did not complete the study until the 15 months of the study 

for many reasons. Some patients refused to complete the 

assessment, other patient not appear to fill the questionnaire 

if her mood is poor. Withdrawal from the study occurred by 

many patients who had already died within the study period. 

Thus, the structure of this trial results in dropout pattern of 

missing data. The amount of missing data increased over 

time, with 29%, 36%, 47%, 54% and 62% for the 

consecutive visits starting from the second time point. The 
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percentages of patients with 0, 1, 2, 3, 4, 5 missing responses 

were, respectively, 23%, 18%, 13%, 13%, 14% and 19%. The 

PACIS measured on a continuous scale from 0 to 100 where, 

a larger score indicates that greater amount of effort are 

required for the patient to cope with her illness. 

Following Hürny et al. (1992) and Gad and Ahmed (2006) a 

square-root transformation is used to normalize the data. The 

averages of the assessments using all available transformed 

data are 6.1, 5.7, 5.6, 5.1, 4.7, 5.1, respectively, and the 

standard deviations are 2.50, 2.46, 2.49, 2.51, 2.51, and 2.51. 

A preliminary version of these data, the responses for the first 

9 months of the study, was analyzed by Hürny et al. (1992). 

Only patients with complete responses are included in the 

analysis (complete cases analysis). This analysis showed that 

the treatment differences are not statistically significant. 

Different versions of these data have been analyzed as Troxel 

et al. (1998) and Ibrahim et al. (2001) 

Gad and Ahmed (2006) adopted the mean model for the 

responses suggesting the AR (1) covariance structure and the 

unstructured covariance matrix to analyze this data. 

( ) 0 1 1 2log 1 | ,ij ij ijit r Y Yψ ψ ψ ψ−= = + +  

for 1, 382i = …  and 1, ,6.j = …  

In this article, we depend on the mean model used in Gad 

and Ahmed (2006). The response for the first 15 months of 

the study is determined by PACIS response variable which 

are of main interest. The mean model allows each treatment 

to have its own effect, that is 

0 1 1 2 2 3 3 , 1, ,6,j j x x x jµ µ α α α= + + + = …  

where 0 jµ  is a constant shift at each assessment time and 

( )

( )
( )
( )
( )

1 2 3

1,0,0 ( )

0,1,0 ( )
, ,

0,0,1 ( )

0,0,0 ( )

treatment A

treatment B
x x x

treatment C

treatment D



= 



 

The first order autoregressive model is adopted for the 

covariance structure. In this model the (i, j) th element of the 

covariance matrix is ijσ = 
2 i jσ ρ −

 
for , 1, ,6.i j = …  Based 

on the previous model, a comparison is conducted among 

different imputation methods to compensate for missing 

values in the Breast Cancer Data. The standard error is 

calculated for each imputation method to evaluate the 

estimator performance. 

Table 10 displays the estimated parameters using the 

Generalized Least Square (GLS) method for the eight 

methods to the Breast Cancer Data. In addition to standard 

error are calculated to each imputation method for the sake of 

comparison among them. 

Table 10. The parameter estimates of different imputation methods with the values of their standard errors. 

Method CCA Mean LOCF HOT RM KNN EM MI 

Par. Est. SE Est. SE Est. SE Est. SE Est. SE Est. SE Est. SE Est. SE 

0
β  

45.92 2.95 43.15 2.95 43.07 3.14 41.78 2.18 44.13 2.81 45.21 1.90 44.37 2.09 46.68 0.92 

1
β  

3.08 0.53 0.73 0.32 0.90 0.31 2.89 0.35 2.43 0.32 2.54 0.29 1.73 0.36 3.11 0.14 

2
β  

0.10 0.97 0.15 0.99 0.30 1.07 1.57 0.65 0.53 0.59 0.42 0.58 0.55 0.61 0.41 0.28 

 

The results show that the LOCF method approximately 

gives the largest standard errors. So, it has the lowest 

efficiency. In the LOCF method the missing value is replaced 

with the previous observation. This implies that the imputed 

value did not predict the missing value well. Unless the 

values for each time point are close to each other, the LOCF 

may not be an efficient imputation. 

The CCA also shows bad performance. In this method 

there is much loss of sample size because the subject that has 

any missing value is removed from the data. Hence, the CCA 

is recommended for large samples but with small missing 

values. These data have large number of subjects and high 

percentage of missing. Moreover, this experiment confirms 

that the mean imputation is a suitable imputation method 

when the number of subjects is small and less missing values. 

The HOT, the Regress, and the EM estimates are 

approximately close to the mean imputation. They have also 

large standard errors. It is noted that the KNN method is 

more efficient than the HOT, the Regress, and the EM 

methods for this experiment. 

The MI method is the most efficient method throughout 

this experiment. It has the least standard errors value. 

6. Conclusion 

The CCA method should be considered as the first choice 

of imputation even in MCAR. It has the least relative bias 

compared to the other methods. The performance of CCA 

was trembled in the MAR and the MNAR setting. The CCA 

method gives biased estimates but have small MSE. The 

Regress method performs well especially under the MCAR 

but the sample variance and covariance are underestimated 

which leads to small standard error and P-value. The Mean 

imputation method is not a good choice for the dropout 

pattern under the MCAR assumption. It performs slightly 

well for the MAR and the MNAR assumptions and produced 

less MSE compared to other methods. The LOCF estimates 

the parameter very well and gives small MSE except under 

MNAR assumption. However it shows large bias in some 

parameters. The HOT method sustains from large bias 

especially with MNAR missingness. It’s performance gets 

better for large samples under the MCAR and the MNAR. 

However, the HOT has small MSE under the three 

missingness mechanisms. The KNN gives reasonable results 
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for the MCAR and the MAR mechanisms. It gets better 

results as the sample size increase, in other word it should be 

applied for large sample sizes rather than small sample sizes. 

The EM algorithm provides a poor prediction to missing 

values under the three missing data mechanisms especially 

the MCAR. However, it gives small MSE compared to the 

other methods. The MI method estimates are relatively 

biased, but under the MCAR mechanism it has the least bias. 

The MI method provides small MSE. 
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