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An Illustration with the International Stroke Trial

Counterfactual Clinical Prediction Models could Help 
to Infer Individualized Treatment Effects in 
Randomized Controlled Trials



RCT
• Average treatment effect is commonly estimated

• assuming a homogeneous response to the treatment

• worsening outcomes in a minority of patients

• An individual treatment effect is not directly observed

The need for methods that can provide 
patient-level evidence about treatment effects



Evidence-based medicine targets the individual patient

Evid Based Med 2008;13(5):130-1.

Evid Based Med 2008;13(4):101-2.

Criteria to consider when applying the results of research studies to individual patients

The process of individualised EBM decision making



RCT
• Subgroup analyses
• limited when many underlying characteristics are involved 

• prone to multiple testing -> risk of false-positive findings

• The Predictive Approaches to Treatment effect 
Heterogeneity (PATH)



Lancet. 1997 May 31;349(9065):1569-81.

P: acute ischemic stroke with onset < 48 h previously

O: death within 14 days and death or dependency at 6 months



xxx

IST Subgroup analyses

1o outcome at 6 months in the 
aspirin group 

(62.2% vs. 63.5%, P = 0.07)



Counterfactual prediction models



Theory
1. Definitions

𝑍! ∈ 0; 1

Z;	the treatment status: 𝑍! = 1; ‘treated’, and 𝑍! = 0; ‘control’

𝑌(1)𝑖 and 𝑌(0)𝑖 ; the potential outcomes (or ‘counterfactuals’) 

i; a particular individual

𝑇𝐸! = 𝑌(#)! − 𝑌(%)!

Rubin’s causal 
model
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Theory
1. Definitions

𝑌𝑖 ; 𝑡h𝑒 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑜𝑢𝑡𝑐𝑜𝑚𝑒

𝑍! = 1; ‘treated’, and 𝑍! = 0; ‘control’

𝑌(1)𝑖 and 𝑌(0)𝑖 ; the potential outcomes (or ‘counterfactuals’) 

𝑌! = 𝑍!𝑌(#)! + 1 − 𝑍! 𝑌(%)!

Consistency

𝐴𝑇𝐸 = 𝐸 𝑌(#) − 𝑌(%) = 𝐸 𝑌(#) − 𝐸 𝑌(%)
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Theory
1. Definitions

𝑋𝑖 ∈ 𝒳

𝑋𝑖 ∈ 𝒳 denote the baseline covariates

𝐼𝑇𝐸; individualised treatment effect

𝐼𝑇𝐸 = 𝐸 𝑌(#) − 𝑌 % |𝑋 = 𝐸 𝑌(#)|𝑋 − 𝐸 𝑌(%)|𝑋 4



Theory
2. Identification

Z; the treatment status; 𝒳; the baseline covariates, 𝑌; the potential outcome

𝑍 ⊥ 𝑋, 𝑌(#) , 𝑌(%) 5

Conditional 
independence

𝐸 𝑌(#)|𝑋, 𝑍 = 1 = 𝐸 𝑌(#)|𝑋

𝐸 𝑌(%)|𝑋, 𝑍 = 0 = 𝐸 𝑌(%)|𝑋
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Theory
2. Identification

𝐸 𝑌(#)|𝑋, 𝑍 = 1 = 𝐸 𝑌(#)|𝑋

𝐸 𝑌(%)|𝑋, 𝑍 = 0 = 𝐸 𝑌(%)|𝑋
Conditional 

independence

𝐸 𝑌|𝑋, 𝑍 = 1 = 𝐸 𝑌(#)|𝑋, 𝑍 = 1 = 𝐸 𝑌(#)|𝑋

𝐸 𝑌|𝑋, 𝑍 = 0 = 𝐸 𝑌(%)|𝑋, 𝑍 = 0 = 𝐸 𝑌(%)|𝑋
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𝑌! = 𝑍!𝑌(#)! + 1 − 𝑍! 𝑌(%)!Consistency 2



Theory
2. Identification

𝐸 𝑌|𝑋, 𝑍 = 1 = 𝐸 𝑌(#)|𝑋, 𝑍 = 1 = 𝐸 𝑌(#)|𝑋

𝐸 𝑌|𝑋, 𝑍 = 0 = 𝐸 𝑌(%)|𝑋, 𝑍 = 0 = 𝐸 𝑌(%)|𝑋
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𝑓; function

𝐸 𝑌(#)|𝑋 − 𝐸 𝑌(%)|𝑋 = 𝐸 𝑌(#) − 𝑌(%)|𝑋

ITE



Theory
2. Identification

𝐸 𝑌|𝑋, 𝑍 = 1 = 𝐸 𝑌(#)|𝑋, 𝑍 = 1 = 𝐸 𝑌(#)|𝑋

𝐸 𝑌|𝑋, 𝑍 = 0 = 𝐸 𝑌(%)|𝑋, 𝑍 = 0 = 𝐸 𝑌(%)|𝑋
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𝑓; function

4𝐸 𝑌|𝑋, 𝑍 = 1, 𝛼 = 𝑓(𝑋, 𝛼)
4𝐸 𝑌|𝑋, 𝑍 = 0, 𝛽 = 𝑓(𝑋, 𝛽)

10

11

Estimator 
of ITE



Calibration and Discrimination Performance 
of Predicted ITE

• ITE (individualised treatment effects) are never observed– but estimated

• Consistence between prediction and observation ✗

, but rather between different estimates



Discrimination Performance of Predicted ITE

• Use “c-index”



Calibration Performance of Predicted ITE

• Agreement between the predicted ITE and the corresponding 
“observed” ITE.

1. Stratify the validation sample according to quintiles of predicted ITE

2. Compute the marginal average difference in 

observed outcome across the treatment groups 
“observed” 

ITE



Statistical analysis
1. Split the initial sample to generate a derivation sample and 

a validation sample (2:1)
• enough outcomes to avoid overfitting in derivation (> 50 events/variable)

• precisely quantify model performance during validation (> 200 events)



Statistical analysis
2. Fit separate logistic regressions, using 23 predictors (no 

variable selection), to predict the outcome to each 

treatment arm of the derivation sample
• effect modification



Statistical analysis
3. Predict the probability of the counterfactual outcomes

4𝑃 𝑌 𝟏 = 1|𝑋
4𝑃 𝑌 𝟎 = 1|𝑋



Statistical analysis
4. The discrimination: calculate the discrimination (c-statistic) 

in the derivation and validation samples 

5. The calibration: 
• calculating the calibration (slope and intercept) in the validation sample

• using local regression curves

• 95% CI were calculated by bootstrapping (500 iterations)



Statistical analysis
6. Calculated the ;𝑰𝑻𝑬 (difference between the 2 

counterfactual prognoses returned by the models)



Results



Lancet. 1997 May 31;349(9065):1569-81.



Table 1. Baseline characteristics at randomization and outcomes

D = 12,598 V = 6,937



Table 2. Models with and without aspirin predicting death or dependency at 6 M



Fig 1. Calibration curves of the counterfactual prediction models within 
each treatment group of the validation sample. 

Derivativation sample
Discrimination
…C-statistic  0.815 (95% CI: 0.805 to 0.825)

Derivativation sample
Discrimination
…C-statistic  0.799 (95% CI: 0.788 to 0.811)



Fig 2. Distribution of the individualized effect of aspirin (absolute risk difference). 



Calibration of the predicted ITE 
on an absolute risk difference scale 

The red dashed line refers to the ideal calibration.



Fig 2. Distribution of the individualized effect of aspirin (absolute risk difference). 

"𝑰𝑻𝑬 > 0"𝑰𝑻𝑬 < 0 "𝑰𝑻𝑬 < 0 "𝑰𝑻𝑬 > 0

74%

26%

ITE < 0 ITE > 0



Fig 2. Distribution of the individualized effect of aspirin (absolute risk difference). 

"𝑰𝑻𝑬 < 0

ARR -3.4% (95% CI: -5.5% to-1.4%,
P < 0.001; NNT: 29)

"𝑰𝑻𝑬 < 0

 ARR -3.3% (95% CI: -6.1% to-0.4%, 
P = 0.025; NNT: 30)

74%

26%

ITE < 0 ITE > 0



Fig 2. Distribution of the individualized effect of aspirin (absolute risk difference). 

"𝑰𝑻𝑬 > 0

ARR + 3.3% (95% CI: 0.3% to 6.3%, 
P = 0.031; NNH: 30)

ARR +1.6% (95% CI: -2.9 to 6.1, 
P = 0.49; NNH: 63)

"𝑰𝑻𝑬 > 0

74%

26%

ITE < 0 ITE > 0



Discussion

Subgroup analysis • one variable- at-a-time analyses

• may lead to false-positive findings

‘‘multivariable’’ subgroup 
analysis

• rely on multivariable models using disease risk scores

• unable to properly define thresholds

• increase the risk of false-positive findings

Counterfactual prediction 
models

• no need to define thresholds

• ITE is directly inferred from comparing the 
counterfactual risks of outcome



Limitations
1. Model development 

• Models are transparently reported as stated for diagnostic and prognostic 
research

2. External validation

• Refine inclusion criteria for secondary trials

3. Impact analysis

• Require more meticulous practices than usual



Limitations
• Need for large RCTs

• Further studies are needed to explore the robustness of this 
approach against model misspecification

• ITE 
• evidence inferred in (fine) groups of patients sharing similar 

characteristics

• uncertainty due to the gap between groups and individuals



What is new?
Key findings?

We illustrate how clinical prediction models used under a

counterfactual framework could allow the inference of 
individualized treatment effects



What is new?
What this adds to what was known?

Counterfactual prediction models return, given a patient,

the predicted risks of outcome under different

scenarios (e.g. patient risk of outcome under treatment

vs. patient risk of outcome under control)



What is new?
What is the implication and what should change now?

The comparison of counterfactual predicted risks may

help refine clinical therapeutic decision-making at the

patient level, as shown in this illustration.


