1. What’s The Difference Between ChatGPT and GPT?

/— ChatGPT 4\
Chatbot app powered by

GPT

GPT

Large Language Model

Give Al apps the ability to
generate text

One of the largest neural
networks, with hundreds
of billions of parameters

e Relies on a set of GPT’s
parameters

* Optimized for dialogue

\ e Has content filters /

ChatGPT is an app; GPT is the brain behind that app



2. How the ChatGPT is trained

Transformer models is the novel computational approach that embedded contextual
Information effectively via attention mechanism and positional encoding.
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4. What transformer can do?

Text
Classification

Text
Summarization

Transformer (NLP)

Language
Modeling

Vision Transformer (ViT)

X =[x, [0]--
Xepi] € R

’xcnn [n]]

Transformer Encoder

e~ 60 D D0 D D )

# Extra learnable

[class) embedding Lmear Prqecﬂon of Flattened Patches

mun——llllﬁﬂ!ﬁﬁ&
A s

X ={x{0],....x[n]}
x[ile R*7




5. ChatGPT

+ NewThread

Tell me how ChatGPT works.

ChatGPT

4 A

Examples Capabilities Limitations

ChatGPT is a large language model that uses deep learning techniques to generate
human-like text. It is based on the GPT (Generative Pre-trained Transformer) architecture,
which uses a transformer neural network to process and generate text. The model is pre-

“Bxplain quantum computing in Remembers what user said
simple terms™ — earlier in the conversation 5 . A . 5
trained on a massive dataset of text, such as books, articles, and websites, so it can
Em et s understand the patterns and structure of natural language. When given a prompt or a

year old's birthday?" — harmful instruc
content

starting point, the model uses this pre-trained knowledge to generate text that continues

“How do | make an HTTP request : SerETEIE the given input in a coherent and natural way.

inJan s Limited knowledge

events after 202

Light Mode

@ OpenAl Discord




5. ChatGPT — Question

Question: What's the weather like today?

Answer: As an Al | don't have real-time access to current data, including the weather.
Please check a reliable weather forecasting website or app for that information.
Question: Can you explain the concept of machine learning?

Answer: Machine learning is a subfield of artificial intelligence where algorithms learn
from data. Instead of being explicitly programmed, these algorithms improve their
performance over time as they are exposed to more data.

Question: Can you translate "Hello" to Spanish?

Answer: The translation of "Hello" in Spanish is "Hola"

Question: How to make a cake?

Answer: Here's a simple recipe. Mix flour, sugar, baking powder, and salt. In another bowl,
mix eggs, milk, and oil. Then combine the two mixtures and add to a baking pan. Bake at
350 degrees for about 30 minutes. Remember, this is a very basic recipe, and actual
steps may vary. *

Question: Tall me a joke.

Answer: Sure, here's a light-hearted joke for you: Why don't scientists trust atoms?
Because they make up everything!

Question: What is guantum computing?

Answer: Quantum computing is a type of computing technology that uses the principles
of quantum mechanics. It leverages quantum bits or "qubits’ instead of binary bits to

perform computations, which can potentially solve complex problems more efficiently

than classical computers.



3. ChatGPT - Studying

“dl

can you teach me transformer step by step?

Certainly! I'd be happy to guide you through the step-by-step process of understanding the
Transformer model. The Transformer is a deep learning model architecture that has been
widely used for various natural language processing (MLP) tasks, such as machine
translation, text generation, and question answering. It was introduced in the paper

"Attention is All You Need" by Vaswani et al. in 2017,

The Transformer madel is primarily composed of two main components: the encoder and
the decoder. Both components are built using self-attention mechanisms, which allow the

model to weigh the importance of different words in a sentence when making predictions.

Let's break down the Transformer architecture and its training process:

1. Input Representation: First, we need to represent our input data, such as text or

sequences, into numerical representations that the model can process. The input
sequences are typically transformed into fixed-length vectors using techniques like word
embeddings, such as Word2Vec or GloVe. These embeddings capture semantic and

syntactic relationships between words.

. Positional Encoding: Since the Transformer doas not use recurrent or convolutional

layers, it requires a way to incorporate positional information into the model. Positional
encoding is used to encode the position of each word in the input sequence. This
encoding is added to the word embeddings and provides information about the order of

the words.

. Encoder: The encoder is responsible for processing the input sequence and producing a

rich representation of the input. The input sequence is fed into multiple layers of self-
attention and feed-forward neural networks. Each layer in the encoder consists of two
sub-layers: a multi-head self-attention mechanism and a position-wise fully connected
feed-forward network. Residual connections and layer nermalization are applied after

each sub-layer to aid in training and improwve information flow.

. Self-Attention: Self-attention is a key component of the Transformer model. It allows the

model to assign different weights to different words in the input sequence based on their
relevance to each other. The attention mechanism calculates a weighted sum of values,
where the weights are determined by the similarity between the query, key, and value
vectors. This mechanism enables the model to focus on the most relevant parts of the

input sequence at each step.

. Decoder: The decoder takes the encoder's output and generates the final output

sequence. It also consists of multiple layers of self-attention and feed-forward networks.
However, it additionally incorporates an attention mechanism over the encoder's output.
This allows the decoder to attend to relevant parts of the input sequence while
generating the output. The decoder also uses masked self-attention during training to

prevent the model from attending to future positions in the cutput sequence.

. Training: The Transformer model is trained using a variant of the sequence-to-sequence

(Seq2Seq) learning framework with teacher forcing. The model is trained to predict the
next word in the cutput sequence given the previous words. During training, the model's
output is compared to the target sequence using a loss function such as cross-entropy.
The gradients are then computed and used to update the model's parameters through

backpropagation.

. Inference: Once the model is trained, it can be used for inference or generating cutput

sequences. During inference, the model generates the output sequence one word at a
time. The output word is fed back as input to the decoder, and the process is repeated

until an end-of-sequence token is generated or a predefined maximum length is reached.



3. ChatGPT - Studying
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| still don't understand positional encoding, can you explain positional encoding in more
detail.

Certainly! Positional encoding is a technique used in the Transformer model to incorporate
positional information into the input sequence. Since the Transformer architecture does not
hawve recurrent or convolutional layers that inherently capture word order, positional
encoding is added to provide the model with information about the relative or absolute

position of each word in the sequence.

The key idea behind positional encoding is to create a representation that captures the order
of words in the input sequence by assigning unique values to different positions. These
positional encodings are then added element-wise to the word embeddings before feeding

them into the model.

Here's a step-by-step explanation of how positional encoding works:

1. Positional Encoding Matrix: To create the positional encodings, a matrix of shape
(max_sequence_length, embedding_dimension) is constructed. Each row in this matrix
corresponds to a position in the input sequence, and each column corresponds to a
dimension in the embedding space.

2. Encoding Calculation: The positional encodings are calculated using trigonometric
functions, such as sine and cosine. For each position in the sequence and each dimension
in the embedding space, the encoding value is computed as follows:

* For an even-indexed dimension (e.g., dimension 0, 2, 4), the positional encoding value
is calculated using sine:
“positional_encoding[pos, dim] = sin(pos / 10000*(dim /

embedding_dimension))”

For an odd-indexed dimension {e.g., dimension 1, 3, 8), the positional encoding value is
calculated using cosine:
“positional_encodinglpos, dim] = cos(pos / 10000~(dim /

embedding_dimension))”
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2. Encoding Calculation: The positional encodings are calculated using trigonometric

functions, such as sine and cosine. For each position in the sequence and each dimension
in the embedding space, the encoding value is computed as follows:
* For an even-indexed dimension (e.g., dimension O, 2, 4], the positional encoding value
is calculated using sine:
‘positional_encodinglpos, dim] = sin(pos / 10000~(dim /
embedding_dimension))’
* For an cdd-indexed dimension {(e.g., dimensicn 1, 3, 3), the positicnal enceding value is
calculated using cosine:
"positional_encodinglpos, dim] = cos(pos / 10000*~(dim /
embedding _dimension))’
Here, “pos” represents the position in the sequence, “dim” represents the dimension of
the embedding space, and “embedding_dimension’ represents the total number of
dimensions in the embedding space.
Mote that the choice of the scaling factor 10000 in the encoding calculation is arbitrary
but commonly used. It helps to ensure that the angles in the sine and cosine functions
vary smoothly and capture different frequencies.

3. Addition to Word Embeddings: The positional encodings are added element-wise to the
word embeddings for each position in the input sequence. This addition allows the model
to differentiate between words at different positions based on the unique positional
encodings. The resulting sum of the word embedding and peositional encoding serves as

the input representation for the Transformer model.

By incorporating positional encedings, the Transformer model gains awareness of the order
of words in the input sequence without the need for recurrent connections or convolutions.
The model can then attend to and process the words effectively, considering their positions

and relationships.

It's worth noting that the positional encoding values are learned during the training process
along with the other model parameters. The model learns to adjust the positional encodings

to capture the sequential patterns and dependencies present in the training data.



3. How the ChatGPT is trained
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3. GPT Timeline

* Training Data: BookCrawl —
2018 ——
* Parameters: 117M 4 o _ _ A
* Limited by its small size
* Generated text could still
Ji be incoherent or incorrect
5019 produce a human-like text «  Training Data: WebText \ /
I
* Parameters: 1.5B -
— It tends to generate untruthful outputs
e ed amewere * Training Data: that may not be related to the input
5020 P CommonCrawl instructions. This is because they are
trained to predict the next word in a
* Parameters: 1758 sentence, rather than focusing on
executing a specific task. /
2022 InstructGPT: reinforcement learning from human
feedback technique
2022 Texts are well understood and, better reasoning is

performed on texts.
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