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Transfer learning for ECG 
classification



Introduction

● The paper addresses the need for 

reliable methods for automatic ECG 

interpretation to assist physicians in 

analyzing the considerable amounts of 

ECG data recorded by remote 

monitoring devices.

● The research explores the use of  

deep convolutional neural networks 

(CNN) for classifying raw ECG

recordings, specifically focusing on the 

classification of Atrial Fibrillation 

(AFib), the most common heart 

arrhythmia.



Introduction

● Training CNNs for ECG classification often requires a large number of 

annotated samples, which can be expensive to acquire. To overcome this 

challenge, the authors employ transfer learning by pretraining CNNs on a 

large public dataset of continuous raw ECG signals.

● The paper investigates both supervised and unsupervised pre training

approaches, exploring their relevance and effectiveness in reducing the need 

for expensive ECG annotations.



Methodology



Methodology

● The paper employs deep convolutional neural networks (CNN) for classifying 
raw ECG recordings.

● Transfer learning is utilized, where CNNs are pretrained on the largest public 
dataset of continuous raw ECG signals, the Icentia11K dataset.

● The pre trained CNNs are then fine tuned on a smaller dataset for the 
classification of Atrial Fibrillation (AFib), the most common heart 
arrhythmia. 

● Both supervised and unsupervised pre training approaches are 
investigated, with the aim of reducing the need for expensive ECG 
annotations.

● The performance of the pretraining methods is evaluated using metrics
such as macro avg F1 score on validation and test sets.





RestNet

Deep Residual Learning for Image Recognition



ImageNet

ImageNet Large Scale Visual Recognition Challenge (ILSVRC) from 2010 to 

2017.

14,197,122 annotated images, 20k categories







DATA SOURCE



Data used in this paper

● The paper utilizes the largest public dataset of continuous raw ECG signals, 
the Icentia11K dataset, for pretraining the CNNs.

● The authors also mention the use of a smaller dataset for fine tuning the 
networks specifically for the classification of Atrial Fibrillation (AFib), the 
most common heart arrhythmia.

● The sampling frequency of the ECG data is varied to investigate the 
performance of the pretrained networks on data with different frequencies.

● The paper mentions the use of single lead ECG data for pretraining the 
CNNs, which are then fine tuned on 12 lead ECG data.

● The authors highlight the exploration of both supervised and unsupervised 
pre training approaches, indicating the use of labeled and unlabeled data for 
training the CNNs.



Icentia11K Dataset

From 11,000 patients

CardioSTAT device 2 week

EKG lead : lead I position, 250 Hz





PhysioNet/CinC Challenge 2017

Datasets

A total of 12,186 ECGs were used 

8,528 in the public training set and 

3,658 in the private hidden test set.

AliceCor device

(9-60s, 300Hz)

Adjust 300 Hz to 250Hz

Zero padding to 60s



Results of the paper

● The paper demonstrates the effectiveness of transfer learning for ECG 

classification, specifically for the classification of Atrial Fibrillation (AFib), the 

most common heart arrhythmia. Pretraining the CNNs on the Icentia11K 

dataset and fine tuning them on a smaller dataset for AFib classification 

improves the performance of the CNNs by up to 6.57% in terms of macro 

F1 score.

● The pretrained networks outperform random weight initialization in 

predicting every class, indicating the effectiveness of the transfer learning

approach.

















Conclusions from the paper

● Transfer learning using deep convolutional neural networks (CNNs) improves the 

performance of ECG classification for Atrial Fibrillation (AFib) by up to 6.57% compared to 

CNN's that are not pretrained. This reduces the number of annotations required for training 

CNNs for ECG classification.

● Both supervised and unsupervised pre training approaches are explored, with supervised 

pre training showing greater improvement in performance compared to unsupervised pre 

training. However, unsupervised pre training is considered relevant as it does not rely on 

expensive ECG annotations.

● The paper highlights the use of the largest public dataset of continuous raw ECG signals, the 

Icentia11K dataset, for pretraining the CNNs. Additionally, a smaller dataset is used for fine 

tuning the networks specifically for AFib classification.

● The pretrained CNNs outperform random weight initialization in predicting different heart 

rhythms, indicating the effectiveness of transfer learning for ECG classification.



Limitations of this paper

● The paper does not investigate the impact of different label choices in the 

classification tasks, which could potentially affect the performance of the 

pretrained feature extractors.

● The study focuses on the classification of Atrial Fibrillation (AFib) and does 

not explore the transfer learning approach for other types of heart 

arrhythmias or ECG abnormalities.
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